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ABSTRACT: A novel and robust automated docking method that predicts the bound conformations of flexible ligands to macromolecular targets has been developed and tested, in combination with a new scoring function that estimates the free energy change upon binding. Interestingly, this method applies a Lamarckian model of genetics, in which environmental adaptations of an individual’s phenotype are reverse transcribed into its genotype and become heritable traits (sic). We consider three search methods, Monte Carlo simulated annealing, a traditional genetic algorithm, and the Lamarckian genetic algorithm, and compare their performance in dockings of seven protein–ligand test systems having known three-dimensional structure. We show that both the traditional and Lamarckian genetic algorithms can handle ligands with more degrees of freedom than the simulated annealing method used in earlier versions of AutoDock, and that the Lamarckian genetic algorithm is the most efficient, reliable, and successful of the three. The empirical free energy function was calibrated using a set of 30 structurally known protein–ligand complexes with experimentally determined binding constants. Linear regression analysis of the observed binding constants in terms of a wide variety of structure-derived molecular properties was performed. The final model had a residual standard error of 9.11 kJ mol$^{-1}$ (2.177 kcal mol$^{-1}$) and was chosen as the new energy...
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Introduction

A fast atom-based computational docking tool is essential to most techniques for structure-based drug design.1,2 Reported techniques for automated docking fall into two broad categories: matching methods and docking simulation methods.3 Matching methods create a model of the active site, typically including sites of hydrogen bonding and sites that are sterically accessible, and then attempt to dock a given inhibitor structure into the model as a rigid body by matching its geometry to that of the active site. The most successful example of this approach is DOCK,4, 5 which is efficient enough to screen entire chemical databases rapidly for lead compounds. The second class of docking techniques model the docking of a ligand to a target in greater detail: the ligand begins randomly outside the protein, and explores translations, orientations, and conformations until an ideal site is found. These techniques are typically slower than the matching techniques, but they allow flexibility within the ligand to be modeled and can utilize more detailed molecular mechanics to calculate the energy of the ligand in the context of the putative active site. They allow computational chemists to investigate modifications of lead molecules suggested by the chemical intuition and expertise of organic synthetic chemists.

AutoDock6, 7 is an example of the latter, more physically detailed, flexible docking technique. Previous releases of AutoDock combine a rapid grid-based method for energy evaluation,8, 9 pre-calculating ligand–protein pairwise interaction energies so that they may be used as a look-up table during simulation, with a Monte Carlo simulated annealing search10, 11 for optimal conformations of ligands. AutoDock has been applied with great success in the prediction of bound conformations of enzyme–inhibitor complexes,12, 13 peptide–antibody complexes,14 and even protein–protein interactions15; these and other applications have been reviewed elsewhere.16

We initiated the current work to remedy two limitations of AutoDock. (i) We have found that the simulated annealing search method performs well with ligands that have roughly eight rotatable bonds or less: problems with more degrees of freedom rapidly become intractable. This demanded a more efficient search method. (ii) AutoDock is often used to obtain unbiased dockings of flexible inhibitors in enzyme active sites: in computer-assisted drug-design, novel modifications of such lead molecules can be investigated computationally. Like many other computational approaches, AutoDock performs well in predicting relative quantities and rankings for series of similar molecules; however, it has not been possible to estimate in AutoDock whether a ligand will bind with a millimolar, micromolar, or nanomolar binding constant. Earlier versions of AutoDock used a set of traditional molecular mechanics force-field parameters that were not directly correlated with observed binding free energies; hence, we needed to develop a force field that could be used to predict such quantities.

Molecular docking is a difficult optimization problem, requiring efficient sampling across the entire range of positional, orientational, and conformational possibilities. Genetic algorithms (GA) fulfill the role of global search particularly well, and are increasingly being applied to problems that suffer from combinatorial explosions due to their many degrees of freedom. Both canonical genetic algorithms17–21 and evolutionary programming methods22 have been shown to be successful in both drug design and docking.

In this report, we describe two major advances that are included in the new release of AutoDock, version 3.0. The first is the addition of three new search methods: a genetic algorithm; a local search method; and a novel, adaptive global–local search method based on Lamarckian genetics, the Lamarckian genetic algorithm (LGA). The second advance is an empirical binding free energy force field that allows the prediction of binding free energies, and hence binding constants, for docked ligands.
Methods

GENETIC ALGORITHMS

Genetic algorithms\textsuperscript{23} use ideas based on the language of natural genetics and biological evolution.\textsuperscript{24} In the case of molecular docking, the particular arrangement of a ligand and a protein can be defined by a set of values describing the translation, orientation, and conformation of the ligand with respect to the protein: these are the ligand's state variables and, in the GA, each state variable corresponds to a gene. The ligand's state corresponds to the genotype, whereas its atomic coordinates correspond to the phenotype. In molecular docking, the fitness is the total interaction energy of the ligand with the protein, and is evaluated using the energy function. Random pairs of individuals are mated using a process of crossover, in which new individuals inherit genes from either parent. In addition, some offspring undergo random mutation, in which one gene changes by a random amount. Selection of the offspring of the current generation occurs based on the individual's fitness: thus, solutions better suited to their environment reproduce, whereas poorer suited ones die.

A variety of approaches have been adopted to improve the efficiency of the genetic algorithm. Classical genetic algorithms represent the genome as a fixed-length bit string, and employ binary crossover and binary mutation to generate new individuals in the population. Unfortunately, in many problems, such binary operators can generate values that are often outside the domain of interest, leading to gross inefficiencies in the search. The use of real encodings helps to limit the genetic algorithm to reasonable domains. Alternative genetic algorithms have been reported\textsuperscript{25} that employ more complicated representations and more sophisticated operators besides crossover and mutation. Some of these retain the binary representation, but must employ decoders and repair algorithms to avoid building illegal individuals from the chromosome, and these are frequently computationally intensive. However, the search performance of the genetic algorithm can be improved by introducing a local search method.\textsuperscript{26, 27}

HYBRID SEARCH METHODS IN AUTO DOCK

Earlier versions of AUTO DOCK used optimized variants of simulated annealing.\textsuperscript{6, 7} Simulated annealing may be viewed as having both global and local search aspects, performing a more global search early in the run, when higher temperatures allow transitions over energy barriers separating energetic valleys, and later on performing a more local search when lower temperatures place more focus on local optimization in the current valley. AUTO DOCK 3.0 retains the functionality of earlier versions, but adds the options of using a genetic algorithm (GA) for global searching, a local search (LS) method to perform energy minimization, or a combination of both, and builds on the work of Belew and Hart.\textsuperscript{27, 28} The local search method is based on that of Solis and Wets,\textsuperscript{29} which has the advantage that it does not require gradient information about the local energy landscape, thus facilitating torsional space search. In addition, the local search method is adaptive, in that it adjusts the step size depending upon the recent history of energies: a user-defined number of consecutive failures, or increases in energy, cause the step size to be doubled; conversely, a user-defined number of consecutive successes, or decreases in energy, cause the step size to be halved. The hybrid of the GA method with the adaptive LS method together form the so-called Lamarckian genetic algorithm (LGA), which has enhanced performance relative to simulated annealing and GA alone,\textsuperscript{21, 26} and is described in detail later. Thus, the addition of these new GA-based docking methods enhances AUTO DOCK, and allows problems with more degrees of freedom to be tackled. Furthermore, it is now possible to use the same force field as is used in docking to perform energy minimization of ligands.

IMPLEMENTATION

In our implementation of the genetic algorithm, the chromosome is composed of a string of real-valued genes: three Cartesian coordinates for the ligand translation; four variables defining a quaternion specifying the ligand orientation; and one real-value for each ligand torsion, in that order. Quaternions are used to define the orientation\textsuperscript{30} of the ligand, to avoid the gimbal lock problem experienced with Euler angles.\textsuperscript{31} The order of the genes that encode the torsion angles is defined by the torsion tree created by AUTOTOBS, a preparatory program used to select rotatable bonds in the ligand. Thus, there is a one-to-one mapping from the ligand’s state variables to the genes of the individual’s chromosome.

The genetic algorithm begins by creating a random population of individuals, where the user
defines the number of individuals in the population. For each random individual in the initial population, each of the three translation genes for x, y, and z is given a uniformly distributed random value between the minimum and maximum x, y, and z extents of the grid maps, respectively; the four genes defining the orientation are given a random quaternion, consisting of a random unit vector and a random rotation angle between \(-180^\circ\) and \(+180^\circ\); and the torsion angle genes, if any, are given random values between \(-180^\circ\) and \(+180^\circ\). Furthermore, a new random number generator has been introduced that is hardware-independent. It is used in the LS, GA, and LGA search engines, and allows results to be reproduced on any hardware platform given the same seed values. The creation of the random initial population is followed by a loop over generations, repeating until the maximum number of generations or the maximum number of energy evaluations is reached, whichever comes first. A generation consists of five stages: mapping and fitness evaluation, selection, crossover, mutation, and elitist selection, in that order. In the Lamarckian GA, each generation is followed by local search, being performed on a user-defined proportion of the population. Each of these stages is discussed in more detail in what follows.

Mapping translates from each individual’s genotype to its corresponding phenotype, and occurs over the entire population. This allows each individual’s fitness to be evaluated. This is the sum of the intermolecular interaction energy between the ligand and the protein, and the intramolecular interaction energy between the ligand and the protein, and the intramolecular interaction energy of the ligand. The physicochemical nature of the energy evaluation function is described in detail later. Every time an individual’s energy is calculated, either during global or local search, a count of the total number of energy evaluations is incremented.

This is followed, in our implementation, by proportional selection to decide which individuals will reproduce. Thus, individuals that have better-than-average fitness receive proportionally more offspring, in accordance with:

\[
n_s = \frac{f_w - f_i}{f_w - \langle f \rangle} \quad f_w \neq \langle f \rangle
\]

where \(n_s\) is the integer number of offspring to be allocated to the individual; \(f_i\) is the fitness of the individual (i.e., the energy of the ligand); \(f_w\) is the fitness of the worst individual, or highest energy, in the last \(N\) generations (i.e., \(N\) is a user-definable parameter, typically 10); and \(\langle f \rangle\) is the mean fitness of the population. Because the worst fitness, \(f_w\), will always be larger than either \(f_i\) or \(\langle f \rangle\), except when \(f_i = f_w\), then for individuals that have a fitness lower than the mean, \(f_i < \langle f \rangle\), the numerator in this equation, \(f_w - f_i\), will always be greater than the denominator \(f_w - \langle f \rangle\), and thus such individuals will be allocated at least one offspring, and thus will be able to reproduce. AutoDock checks for \(f_w = \langle f \rangle\) beforehand, and if true, the population is assumed to have converged, and the docking is terminated.

Crossover and mutation are performed on random members of the population according to user-defined rates of crossover and mutation. First, crossover is performed. Two-point crossover is used, with breaks occurring only between genes, never within a gene—this prevents erratic changes in the real values of the genes. Thus, both parents’ chromosomes would be broken into three pieces at the same gene positions, each piece containing one or more genes; for instance, \(ABC\) and \(abc\). The chromosomes of the resulting offspring after two-point crossover would be \(aBc\) and \(aBc\). These offspring replace the parents in the population, keeping the population size constant. Crossover is followed by mutation; because the translational, orientational, and torsional genes are represented by real variables, the classical bit-flip mutation would be inappropriate. Instead, mutation is performed by adding a random real number that has a Cauchy distribution to the variable, the distribution being given by:

\[
C(\alpha, \beta, x) = \frac{\beta}{\pi(\beta^2 + (x - \alpha)^2)}
\]

\[\alpha \geq 0, \beta > 0, -\infty < x < \infty\]

where \(\alpha\) and \(\beta\) are parameters that affect the mean and spread of the distribution. The Cauchy distribution has a bias toward small deviates, but, unlike the Gaussian distribution, it has thick tails that enable it to generate large changes occasionally.

An optional user-defined integer parameter elitism determines how many of the top individuals automatically survive into the next generation. If the elitism parameter is non-zero, the new population that has resulted from the proportional selection, crossover, and mutation is sorted according to its fitness; the fitness of new individuals...
having resulted from crossover and/or mutation is calculated as necessary. Because populations are implemented as heaps, selection of the best $n$ individuals is efficient.

The genetic algorithm iterates over generations until one of the termination criteria is met. At the end of each docking, AUTO DOCK reports the fitness (the docked energy), the state variables, and the coordinates of the docked conformation, and also the estimated free energy of binding. AUTO DOCK performs the user-specified number of GA dockings, and then carries out conformational cluster analysis on the docked conformations to determine which are similar, reporting the clusters ranked by increasing energy.

**LAMARCKIAN GENETIC ALGORITHM**

The vast majority of genetic algorithms mimic the major characteristics of Darwinian evolution and apply Mendelian genetics. This is illustrated on the right-hand side of Figure 1 (note the one-way transfer of information from the genotype to the phenotype). However, in those cases where an inverse mapping function exists (i.e., one which yields a genotype from a given phenotype), it is possible to finish a local search by replacing the individual with the result of the local search; see the left-hand side of Figure 1. This is called the Lamarckian genetic algorithm (LGA), and is an allusion to Jean Batiste de Lamarck's (discredited) assertion that phenotypic characteristics acquired during an individual's lifetime can become heritable traits.  

The most important issues arising in hybrids of local search (LS) techniques with the GA revolve around the developmental mapping, which transforms genotypic representations into phenotypic ones. The genotypic space is defined in terms of the genetic operators—mutation and crossover in our experiments—by which parents of one generation are perturbed to form their children. The phenotypic space is defined directly by the problem, namely, the energy function being optimized. The local search operator is a useful extension of GA global optimization when there are local “smoothness” characteristics (continuity, correlation, etc.) of the fitness function that local search can exploit. In hybrid GA + LS optimizations, the result of the LS is always used to update the fitness associated with an individual in the GA selection algorithm. If, and only if, the developmental mapping function is invertible, will the Lamarckian option—converting the phenotypic result of LS back into its corresponding genotype—become possible.

In our case, the fitness or energy is calculated from the ligand’s coordinates, which together form its phenotype. The genotypic representation of the ligand, and its mutation and crossover operators, have already been described. The developmental mapping simply transforms a molecule’s genotypic state variables into the corresponding set of atomic coordinates. A novel feature of this application of hybrid global–local optimization is that the
Solis and Wets LS operator searches through the genotypic space rather than the more typical phenotypic space. This means that the developmental mapping does not need to be inverted. Nonetheless, this molecular variation of the genetic algorithm still qualifies as Lamarckian, because any “environmental adaptations” of the ligand acquired during the local search will be inherited by its offspring.

At each generation, it is possible to let a user-defined fraction of the population undergo such a local search. We have found improved efficiency of docking with local search frequencies of just 0.06, although a frequency of 1.00 is not significantly more efficient.\(^{26}\) Both the canonical and a slightly modified version of the Solis and Wets method have been implemented. In canonical Solis and Wets, the same step size would be used for every gene, but we have improved the local search efficiency by allowing the step size to be different for each type of gene: a change of 1 Å (1 Å = 10\(^{-10}\) m) in a translation gene could be much more significant than a change of 1° in a rotational or torsional gene. In the docking experiments presented here, the translational step size was 0.2 Å, and the orientational and torsional step sizes were 5°.

In the Lamarckian genetic algorithm, genotypic mutation plays a somewhat different role than it does in traditional genetic algorithms. Traditionally, mutation plays the role of a local search operator, allowing small, refining moves that are not efficiently made by crossover and selection alone. With the explicit local search operator, however, this role becomes unnecessary, and is needed only for its role in replacing alleles that might have disappeared through selection. In LGA, mutation can take on a more exploratory role. The Cauchy deviates are a compromise between radical jumps to arbitrary sections of the conformation space and detailed exploration of the local topography.

**DERIVATION OF THE EMPIRICAL BINDING FREE ENERGY FUNCTION**

The study of molecular structure underpins much of computational molecular biology. There are several established methods for performing molecular mechanics and molecular dynamics, notably AMBER,\(^{34,35}\) CHARMM,\(^{36}\) DISCOVER,\(^{37}\) ECEPP,\(^{38}\) and GROMOS.\(^{39}\) Many of these traditional force fields model the interaction energy of a molecular system with terms for dispersion/repulsion,\(^{40}\) hydrogen bonding,\(^{41}\) electrostatics,\(^{42-45}\) and deviations from ideal bond lengths and bond angles. These methods are excellent for studying molecular processes over time, for optimizing bound conformations, and for performing free energy perturbation calculations between molecules with a single atom change,\(^{46}\) but they often require considerable investments of computer time and, unfortunately, these approaches tend to perform less well in ranking the binding free energies of compounds that differ by more than a few atoms. What is needed is an empirical relationship between molecular structure and binding free energy.

The first thoroughly established linear free energy relationship was observed by Hammett as early as 1933, and reported in 1937.\(^{47}\) It was used to relate structure and reactivity of small organic molecules on a quantitative basis. Hammett was able to derive substituent constants and reaction constants that could then be used to calculate rate constants and equilibrium constants for a specific reaction of a specific compound. It could be said that Hammett’s work was the forerunner of modern-day quantitative structure–activity relationships (QSAR), pioneered by Hansch and coworkers in the 1960s. Here it is assumed that the sum of the steric, electronic, and hydrophobic effects of substituents in a compound determines its biological activity; see, for example, Fujita,\(^{48}\) Hansch,\(^{49}\) and more recently Selassie et al.\(^{50}\)

Current structure-based scoring functions seek to remedy some of the deficiencies of traditional force fields by developing empirical free energy functions that reproduce observed binding constants. Most of these approaches use an expanded “master equation” to model the free energy of binding, adding entropic terms to the molecular mechanics equations:\(^{51}\)

\[
\Delta G = \Delta G_{vdw} + \Delta G_{hbond} + \Delta G_{elec} + \Delta G_{conform} + \Delta G_{tor} + \Delta G_{sol}
\]

where the first four terms are the typical molecular mechanics terms for dispersion/repulsion, hydrogen bonding, electrostatics, and deviations from covalent geometry, respectively; \(\Delta G_{tor}\) models the restriction of internal rotors and global rotation and translation; and \(\Delta G_{sol}\) models desolvation upon binding and the hydrophobic effect (solvent entropy changes at solute–solvent interfaces). This latter term is the most challenging. Most workers use variants of the method of Wesson and Eisen-
berg,\textsuperscript{52} calculating a desolvation energy based on the surface area buried upon complex formation, with the area of each buried atom being weighted by an atomic solvation parameter. Böhmm built on earlier work with the \textit{de novo} inhibitor design program LUDI,\textsuperscript{53} and used linear regression to calibrate a similar function against a set of 45 diverse protein–ligand complexes with published binding constants.\textsuperscript{54} The final function predicted binding constants for a set of test complexes with a standard deviation equivalent to about a factor of 25 in binding constant: more than sufficient to rank inhibitors with millimolar, micromolar, and nanomolar binding constants. Jain devised a continuous, differentiable scoring function,\textsuperscript{55} which is, in essence, very similar to that of Böhmm, but based on non-physical pairwise potentials using Gaussians and sigmoidal terms.

We have implemented a similar approach using the thermodynamic cycle of Wesson and Eisenberg.\textsuperscript{52} The function includes five terms:

\[
\Delta G = \Delta G_{\text{vdW}} \sum_{i,j} \left( \frac{A_{ij}}{r_{ij}^{12}} - \frac{B_{ij}}{r_{ij}^{6}} \right) \\
+ \Delta G_{\text{Hbond}} \sum_{i,j} E(t) \left( \frac{C_{ij}}{r_{ij}^{12}} - \frac{D_{ij}}{r_{ij}^{10}} \right) \\
+ \Delta G_{\text{elec}} \sum_{i,j} \frac{q_i q_j}{e(r_{ij}) r_{ij}} \\
+ \Delta G_{\text{tor}} \frac{N_{\text{tor}}}{2} \\
+ \Delta G_{\text{sol}} \sum_{i,j} \left( S_i V_j + S_j V_i \right) e^{-\frac{r_{ij}^2}{2\alpha^2}}
\]  

(1)

where the five \(\Delta G\) terms on the right-hand side are coefficients empirically determined using linear regression analysis from a set of protein–ligand complexes with known binding constants, shown in Table I. The summations are performed over all pairs of ligand atoms, \(i\) and protein atoms, \(j\), in addition to all pairs of atoms in the ligand that are separated by three or more bonds.

The \textit{in vacuo} contributions include three interaction energy terms, used in previous versions of \textit{AutoDock}: a Lennard–Jones 12-6 dispersion/re-pulsion term; a directional 12–10 hydrogen bonding term, where \(E(t)\) is a directional weight based on the angle, \(t\), between the probe and the target atom;\textsuperscript{56} and a screened Coulombic electrostatic potential.\textsuperscript{57} Each of these terms, including their parameterization, have already been described.\textsuperscript{7}

A measure of the unfavorable entropy of ligand binding due to the restriction of conformational degrees of freedom is added to the \textit{in vacuo} function. This term is proportional to the number of sp\textsuperscript{3} bonds in the ligand, \(N_{\text{tor}}\).\textsuperscript{54} We investigated variants that included and excluded methyl, hydroxyl, and amine rotors.

In the development of an empirical free energy function for \textit{AutoDock}, the desolvation term was most challenging, because \textit{AutoDock} uses a grid-based method for energy evaluation, and most published solvation methods are based on surface area calculations. We investigated two different methods of calculating the desolvation energy term. The first of these methods was based on estimating atom-by-atom contributions to the interfacial molecular surface area between the ligand and the protein using the difference in the surface areas of the complex and the unbound protein and unbound ligand. Both the solvent-accessible and solvent-excluded surface areas were considered, being calculated with MSMS,\textsuperscript{57} a fast and reliable program that computes analytical molecular surfaces. Unfortunately, there can be significant errors in the value of the interfacial solvent-accessible surface areas, due to the “collar” of accessible surface that surrounds the ligand–protein interface in the complex. We also tested seven variants of the pairwise, volume-based method of Stouten et al.\textsuperscript{58}: this method has the advantage that it is consistent with the pre-calculated affinity grid formulation used by \textit{AutoDock}. For each atom in the ligand, fragmental volumes of surrounding protein atoms are weighted by an exponential function and then summed, evaluating the percentage of volume around the ligand atom that is occupied by protein atoms. This percentage is then weighted by the atomic solvation parameter of the ligand atom to give the desolvation energy. The full method may be broken into four separate components: burial of apolar atoms in the ligand, burial of apolar protein atoms, burial of polar and charged atoms in the ligand, and burial of polar and charged protein atoms. Great success has also been reported in using simply the amount of hydrophobic surface area buried upon complexation as a measure of the “hydrophobic effect,”\textsuperscript{54} so we tested several formulations that included only the volume lost around ligand carbon atoms. The burial of polar atoms caused particular problems, as discussed in what follows. Apart from the volume-based method, we tested a simpler formulation for the solvent transfer of polar atoms; that is, a constant term corresponding to the favorable free energy of interaction of a polar atom with solvent.
is estimated, and this is subtracted from the binding free energy.

Trilinear interpolation is used to evaluate rapidly the intermolecular dispersion/repulsion energy, the hydrogen bonding energy, the electrostatic potential, and the solvation energy of each atom in the ligand, using grid maps that have been pre-calculated over the protein for each atom type in the ligand. In AUTODOCK 3.0, we have implemented a faster method of trilinear interpolation than was available in earlier versions of AUTODOCK. Both methods are mathematically equivalent. The original implementation used 24 multiplications to perform each three-dimensional trilinear interpolation, but, by cascading seven one-dimensional interpolations, the number of multiplications has been reduced to 7.

Thirty protein–ligand complexes with published binding constants were used in the calibration of AUTODOCK’s free energy function (Table I), and were chosen from the set of 45 used by Böhm, omitting all complexes that he modeled, using only complexes for which crystallographic structures were available. One of the limitations of these binding constant data is that the conditions under which they were determined vary, which intrinsically limits the accuracy of our best model. We converted between the inhibition constant, $K_i$, and the observed free energy change of binding, $\Delta G_{\text{obs}}$, using the equation:

$$\Delta G_{\text{obs}} = RT \ln K_i$$

where $R$ is the gas constant, 1.987 cal K$^{-1}$ mol$^{-1}$, and $T$ is the absolute temperature, assumed to be

### Table I

Protein–Ligand Complexes Used to Calibrate Empirical Free Energy Function, Along with Brookhaven Protein Data Bank (PDB) Accession Codes and Binding.

<table>
<thead>
<tr>
<th>Protein–ligand complex</th>
<th>PDB code</th>
<th>Log($K_i$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concanavalin A / $\alpha$-methyl-$\beta$-mannopyranoside</td>
<td>4cna</td>
<td>2.00</td>
</tr>
<tr>
<td>Carboxypeptidase A / glycyl-L-tyrosine</td>
<td>3cpa</td>
<td>3.88</td>
</tr>
<tr>
<td>Carboxypeptidase A / phosphonate ZAA=P=$(O)$F</td>
<td>6cpa</td>
<td>11.52</td>
</tr>
<tr>
<td>Cytochrome P-450 / camphor</td>
<td>2cpp</td>
<td>6.07</td>
</tr>
<tr>
<td>Dihydrofolate reductase / methotrexate</td>
<td>4df</td>
<td>9.70</td>
</tr>
<tr>
<td>$\alpha$-Thrombin / benzamidine</td>
<td>1dwb</td>
<td>2.92</td>
</tr>
<tr>
<td>Endothiapsin / H-256</td>
<td>zer6</td>
<td>7.22</td>
</tr>
<tr>
<td>$\alpha$-Thrombin / MQPA</td>
<td>1etr</td>
<td>7.40</td>
</tr>
<tr>
<td>$\alpha$-Thrombin / NAPAP</td>
<td>1ets</td>
<td>8.52</td>
</tr>
<tr>
<td>$\alpha$-Thrombin / 4-TAPAP</td>
<td>1ett</td>
<td>6.19</td>
</tr>
<tr>
<td>FK506-binding protein (FKBP) / immunosuppressant FK506</td>
<td>1kf</td>
<td>9.70</td>
</tr>
<tr>
<td>$\alpha$-Galactose / $\alpha$-glucose binding protein / galactose</td>
<td>2gbp</td>
<td>7.60</td>
</tr>
<tr>
<td>Hemagglutinin / sialic acid</td>
<td>4hmg</td>
<td>2.55</td>
</tr>
<tr>
<td>HIV-1 Protease / A78791</td>
<td>1hvj</td>
<td>10.46</td>
</tr>
<tr>
<td>HIV-1 Protease / MVT101</td>
<td>4hvp</td>
<td>6.15</td>
</tr>
<tr>
<td>HIV-1 Protease / acylpepstatine</td>
<td>5hvp</td>
<td>5.96</td>
</tr>
<tr>
<td>HIV-1 Protease / XK263</td>
<td>1hvr</td>
<td>9.51</td>
</tr>
<tr>
<td>Fatty-acid-binding protein / C$_{15}$COOH</td>
<td>2fsb</td>
<td>5.43</td>
</tr>
<tr>
<td>Myoglobin (ferric) / imidazole</td>
<td>1mbi</td>
<td>1.88</td>
</tr>
<tr>
<td>McPC603 / phosphocholine</td>
<td>2mcp</td>
<td>5.23</td>
</tr>
<tr>
<td>$\beta$-Trypsin / benzamidine</td>
<td>3ptb</td>
<td>4.74</td>
</tr>
<tr>
<td>Retinol-binding protein / retinol</td>
<td>1rpb</td>
<td>6.72</td>
</tr>
<tr>
<td>Thermolysin / Leu-hydroxylamine</td>
<td>4tlh</td>
<td>3.72</td>
</tr>
<tr>
<td>Thermolysin / phosphoramidon</td>
<td>1tlp</td>
<td>7.55</td>
</tr>
<tr>
<td>Thermolysin / n-(1-carboxy-3-phenylpropyl)-Leu-Trp</td>
<td>1tmn</td>
<td>7.30</td>
</tr>
<tr>
<td>Thermolysin / Cbz-Phe-p-Leu-Ala (ZFpLA)</td>
<td>4tmn</td>
<td>10.19</td>
</tr>
<tr>
<td>Thermolysin / Cbz-Gly-p-Leu-Leu (ZGpLL)</td>
<td>5tmn</td>
<td>8.04</td>
</tr>
<tr>
<td>Purine nucleoside phosphorylase (PNP) / guanine</td>
<td>1ulp</td>
<td>5.30</td>
</tr>
<tr>
<td>Xylose isomerase / CB3717</td>
<td>2xis</td>
<td>5.82</td>
</tr>
<tr>
<td>Triose phosphate isomerase (TIM) / 2-phosphoglycolic acid (PGA)</td>
<td>2ypi</td>
<td>4.82</td>
</tr>
</tbody>
</table>

$^a$ Adapted from Böhm.54
room temperature, 298.15 K.\textsuperscript{60} Note that this equation lacks a minus sign because the inhibition constant is defined for the dissociation reaction, \( E + I \rightleftharpoons E I \),\textsuperscript{61} whereas \( \Delta G_{\text{obs}} \) refers to the opposite process of binding, \( E + I \rightleftharpoons E I \); where \( E \) is the enzyme and \( I \) is the inhibitor.

To remove any steric clashes in the crystallographic complexes, each ligand was optimized using AutoDock's new Solis and Wets local minimization technique described earlier, but with the previously reported force field.\textsuperscript{7} The separate contributions from the hydrogen bonding, dispersion/repulsion, electrostatic, and solvation energies were evaluated. Empirical free energy coefficients for each of these terms were derived using linear regression in the S-PLUS software package,\textsuperscript{62} and cross-validation studies were performed. In total, 900 different binding free energy models were tested: each linear model consisted of a van der Waals term, a hydrogen bonding term (one of 6 variants), an electrostatic term, a torsional entropy term (one of 5 variants), and a desolvation term (one of 15 variants). We also investigated whether the inclusion of a constant term improved the model. Six of the seven test systems used to test the docking procedure, which were originally used to test AutoDock, version 2.4,\textsuperscript{7} were also in the training set of 30 protein–ligand complexes; therefore, to validate the chosen coefficients, linear regression was repeated for the set of 24 protein–ligand complexes, excluding the 6 overlapping test systems.

**TESTING DOCKING METHODS**

Seven protein–ligand complexes, with a range of complexity and chemical properties, were chosen from the Brookhaven Protein Data Bank\textsuperscript{63,64} to compare the performance of the docking techniques (see Fig. 2). To facilitate comparison with the previous force field, we chose the same set of six test systems investigated earlier,\textsuperscript{7} but added a harder docking problem to challenge all the search methods (see Table II). The simplest test cases were the \( \beta \)-trypsin/benzamidine and cytochrome P-450,\textsubscript{mnm}/camphor complexes, which had small, rigid ligands. Interactions in the former are dominated by electrostatic interactions and hydrogen bonds to the substrate amidine, whereas the latter is dominated by hydrophobic interactions. McPC-603/phosphocholine and streptavidin/biotin were moderately flexible, and represented test systems having an intermediate level of difficulty. HIV-1 protease/XK263, hemagglutinin/sialic acid, and dihydrofolate reductase/methotrexate provided more difficult tests, with many rotatable bonds and diverse chemical characteristics.

We compared the performance of Monte Carlo simulated annealing (SA), the genetic algorithm (GA), and the Lamarckian genetic algorithm (LGA). The new empirical free energy function presented here was used for energy evaluation in all cases. Dockings were performed using approximately the same number of energy evaluations (\( \sim 1.5 \text{ million} \)), so each method could be judged given similar computational investments. The CPU time taken for a single docking varied from 4.5 to 41.3 minutes, on a 200-MHz Silicon Graphics MIPS 4400 with 128 MB of RAM, depending on the number of rotatable bonds and the number of atoms in the ligand.

At the end of a set of dockings, the docked conformations were exhaustively compared to one another to determine similarities, and were clustered accordingly. The user-defined root-mean-square positional deviation (rmsd) tolerance was used to determine if two docked conformations were similar enough to be included in the same cluster, and symmetrically related atoms in the ligand were considered. These clusters were ranked in order of increasing energy, by the lowest energy in each cluster. Ordinarily, the structure of the protein–ligand complex would not be known, so the criteria by which the dockings would be evaluated are the energies of the docked structures, and, in cases where there are several plausible, low-energy structures, the number of conformations in a conformationally similar cluster. Because one of our goals was to test the ability of the methods to reproduce known structures, we also compared the rmsd between the lowest energy docked structure and the crystallographic structure.

**DOCKING- AND SEARCH-METHOD-SPECIFIC PARAMETERS**

The proteins and ligands in the seven docking tests were treated using the united-atom approximation, and prepared using the molecular modeling program, SYBYL.\textsuperscript{65} Only polar hydrogens were added to the protein, and Kollman united-atom partial charges were assigned. Unless stated otherwise, all waters were removed. Atomic solvation parameters and fragmental volumes were assigned to the protein atoms using a new AutoDock utility, ADDSOL. The grid maps were calculated using AutoGrid, version 3.0. In all seven protein–ligand
FIGURE 2. The seven ligands chosen for docking, showing the rotatable bonds as curly arrows: (a) benzamidine; (b) camphor; (c) phosphocholine; (d) biotin; (e) HIV-1 protease inhibitor XK-263; (f) isopropylated sialic acid; and (g) methotrexate. Note that two ligands, (e) and (f), contain hydroxyl rotors, which are not counted in the total number of torsional degrees of freedom; note also that cyclic rotatable bonds are excluded.

cases, we used grid maps with $61 \times 61 \times 61$ points, a grid-point spacing of 0.375 Å, and, because the location of the ligand in the complex was known, the maps were centered on the ligand’s binding site. The ligands were treated in SYBYL initially as all atom entities, that is, all hydrogens were added, then partial atomic charges were calculated using the Gasteiger–Marsili method.\textsuperscript{66, 67} AUTOTORS, an AUTODock utility, was used to define the rotatable bonds in the ligand, if any, and also to unite the nonpolar hydrogens added by SYBYL for the partial atomic charge calculation. The partial charges on the nonpolar hydrogens were added to that of the hydrogen-bearing carbon also in AUTOTORS.

In all three search methods, 10 dockings were performed; in the analysis of the docked conformations, the clustering tolerance for the root-mean-square positional deviation was 0.5 Å, and the crystallographic coordinates of the ligand were used as the reference structure. For all three search
<table>
<thead>
<tr>
<th>Protein–ligand complex</th>
<th>PDB code</th>
<th>Resolution (Å)</th>
<th>Reference</th>
<th>Number of rotatable bonds</th>
<th>$N_{\text{tor}}$</th>
<th>Total number of degrees of freedom</th>
<th>Energy of crystal structure (kcal mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>β-Trypsin / benzamidine</td>
<td>3ptb</td>
<td>1.7</td>
<td>69</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>-7.86</td>
</tr>
<tr>
<td>Cytochrome P-450$_{cam}$ / camphor</td>
<td>2cpp</td>
<td>1.6</td>
<td>70</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>-4.71</td>
</tr>
<tr>
<td>McPC-603 / Phosphocholine</td>
<td>2mcp</td>
<td>3.1</td>
<td>71</td>
<td>4</td>
<td>4</td>
<td>11</td>
<td>+5.48$^b$</td>
</tr>
<tr>
<td>Streptavidin / biotin</td>
<td>1stp</td>
<td>2.6</td>
<td>73</td>
<td>5</td>
<td>5</td>
<td>12</td>
<td>-8.86</td>
</tr>
<tr>
<td>HIV-1 protease / XK263</td>
<td>1hvr</td>
<td>1.8</td>
<td>75</td>
<td>10</td>
<td>8</td>
<td>17</td>
<td>-18.62</td>
</tr>
<tr>
<td>Influenza hemagglutinin / sialic acid</td>
<td>4hmg</td>
<td>3.0</td>
<td>76</td>
<td>11</td>
<td>7</td>
<td>18</td>
<td>-4.71</td>
</tr>
<tr>
<td>Dihydrofolate reductase / methotrexate</td>
<td>4dfr</td>
<td>1.7</td>
<td>79</td>
<td>7</td>
<td>7</td>
<td>14</td>
<td>-13.64</td>
</tr>
</tbody>
</table>

*a* $N_{\text{tor}}$ is the number of torsional degrees of freedom used in the calculation of the predicted free energy change of binding, $\Delta G_{\text{pred}}$.

Note that this excludes rotatable bonds that only move hydrogens, such as hydroxyl, amino, and methyl groups.

*b* This energy is dominated by a large, positive contribution from C2 and O1 to the internal nonbonded energy, of +6.13 kcal mol$^{-1}$; these atoms are 2.26 Å apart.

Methods, the step sizes were 0.2 Å for translations and 5° for orientations and torsions. These step sizes determined the amount by which a state variable could change when a move is made in simulated annealing and the relative size of mutation in the local search, whereas the $\alpha$ and $\beta$ parameters determined the size of the mutation in the genetic algorithms, GA and LGA. The Cauchy distribution parameters were $\alpha = 0$ and $\beta = 1$. Note that in simulated annealing, random changes were generated by a uniformly distributed random number generator; in the Solis and Wets local search, by a normal distribution; and, in the genetic algorithm, by a Cauchy distribution. In the simulated annealing tests, the initial state of the ligand was chosen randomly by AUTODOCK. We used the optimal set of simulated annealing parameters that were determined from the schedule experiments described earlier.$^7$ These included an initial annealing temperature of 616 cal mol$^{-1}$, a linear temperature reduction schedule, 10 runs, 50 cycles, and a cycle-termination criterion of a maximum of 25,000 accepted steps or 25,000 rejected steps, whichever came first. The minimum energy state was used to begin the next cycle; the only exception was for 1hvr, where the initial annealing temperature was increased to 61,600 cal mol$^{-1}$. The maximum initial energy allowed was 0.0 kcal mol$^{-1}$, and the maximum number of retries was 1000, used to generate a low energy random initial state to begin each simulated annealing docking.

In the GA and LGA dockings, we used an initial population of random individuals with a population size of 50 individuals; a maximum number of $1.5 \times 10^8$ energy evaluations; a maximum number of generations of 27,000; an elitism value of 1, which was the number of top individuals that automatically survived into the next generation; a mutation rate of 0.02, which was the probability that a gene would undergo a random change; and a crossover rate of 0.80, which was the probability that two individuals would undergo crossover. Proportional selection was used, where the average of the worst energy was calculated over a window of the previous 10 generations. In the LGA dockings, the pseudo-Solis and Wets local search method was used, having a maximum of 300 iterations per local search; the probability of performing local search on an individual in the population was 0.06; the maximum number of consecutive successes or failures before doubling or halving the local search step size, $\rho$, was 4, in both cases; and the lower bound on $\rho$, the termination criterion for the local search, was 0.01.

Results and Discussion

**CALIBRATION OF EMPirical FREE ENERGY FUNCTION**

Several linear regression models were tested for their ability to reproduce the observed binding
TABLE III.

<table>
<thead>
<tr>
<th>Model</th>
<th>Residual standard error</th>
<th>Multiple $R^2$</th>
<th>$\Delta G_{vdw}$</th>
<th>$\Delta G_{estat}$</th>
<th>$\Delta G_{hbond}$</th>
<th>$\Delta G_{tor}$</th>
<th>$\Delta G_{solv}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2.324</td>
<td>0.9498</td>
<td>0.1795</td>
<td>0.1133</td>
<td>0.0166</td>
<td>0.3100</td>
<td>0.0101</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0263)</td>
<td>(0.0324)</td>
<td>(0.0625)</td>
<td>(0.0873)</td>
<td>(0.0585)</td>
</tr>
<tr>
<td>B</td>
<td>2.232</td>
<td>0.9537</td>
<td>0.1518</td>
<td>0.1186</td>
<td>0.0126</td>
<td>0.3548</td>
<td>0.1539</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0269)</td>
<td>(0.0246)</td>
<td>(0.0382)</td>
<td>(0.0890)</td>
<td>(0.1050)</td>
</tr>
<tr>
<td>C</td>
<td>2.177</td>
<td>0.9559</td>
<td>0.1485</td>
<td>0.1146</td>
<td>0.0656</td>
<td>0.3113</td>
<td>0.1711</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0237)</td>
<td>(0.0238)</td>
<td>(0.0558)</td>
<td>(0.0910)</td>
<td>(0.1035)</td>
</tr>
</tbody>
</table>

$^a$Models differ in the formulation of the solvation term and the hydrogen bonding term. Model A: full volume-based solvation term and standard 10–12 hydrogen bonding, as in Eq. (1). Model B: apolar ligand atoms only in the solvation term, and standard 10–12 hydrogen bonding. Model C: apolar ligand atoms only in the solvation term, and the standard 10–12 hydrogen less the estimated average, as in Eq. (2).

$^b$Values for the model coefficients, with standard deviations in parentheses.

constants of structurally characterized complexes. Table III shows the results for the three major candidates, and Figure 3 shows the correlation between the observed and the predicted binding free energies for the 30 protein–ligand complexes in the calibration set, using the chosen model (model C). Model A adds the full volume-based solvation method and the torsional restriction term to the original molecular mechanics force field. Model B simplifies the solvation method by evalu-

FIGURE 3. Predicted versus observed binding free energies for the calibration set and the docking tests. The solid line shows a perfect fit, and the dotted lines show one standard deviation above and below this. Hollow diamonds show the 30 protein–ligand complexes used in fitting the terms of the binding free energy function. Solid triangles show the results of the simulated annealing (SA) dockings, solid diamonds show the genetic algorithm (GA) dockings, and the solid squares show the Lamarckian genetic algorithm (LGA) dockings. Note the outlying biotin–streptavidin complex (1stp), where it is believed there are significant contributions to the binding free energy due to protein rearrangements.
ating the volume buried for only the carbon atoms in the ligand. Model C also uses only ligand carbon atoms in the desolvation calculation, and also adds a constant term to the hydrogen bonding function, modeling desolvation of polar atoms. Model C was chosen for incorporation into AUTODOCK 3.0, based on its better overall statistics, and on criteria discussed in what follows. The form of this free energy function is:

\[ \Delta G = \Delta G_{vdW} \sum_{i,j} \left( \frac{A_{ij}}{r_{ij}^{12}} - \frac{B_{ij}}{r_{ij}^{6}} \right) + \Delta G_{hbond} \sum_{i,j} E(t) \left( \frac{C_{ij}}{r_{ij}^{12}} - \frac{D_{ij}}{r_{ij}^{6}} + E_{hbond} \right) + \Delta G_{elec} \sum_{i,j} \frac{q_i q_j}{e(r_{ij})r_{ij}} + \Delta G_{tor} N_{tor} \]

\[ + \Delta G_{sol} \sum_{i,C} S_i V_i e^{-r_i^2/2 \sigma^2} \]  

(2)

where \( E_{hbond} \) is the estimated average energy of hydrogen bonding of water with a polar atom, and the summation in the solvation term is performed over all pairs consisting of only carbon atoms in the ligand, \( i \), and atoms of all types, \( j \), in the protein. Note that the internal or intramolecular interaction energy of the ligand is \textit{not} included in the calculation of binding free energy; during docking, however, internal energy \textit{is} included in the total docked energy, because changes in ligand conformation can affect the outcome of the docking, so this must be taken into consideration. We looked at linear regression models that did include the internal energy, and found that adding this term did not improve the model. The assumption made is that the internal energy of the ligand in solution and in the complex are the same.

The major differences between models occurred with the interaction of the hydrogen bonding term and the desolvation term. Hydrogen bonding is modeled with a directional 12–10 potential.\(^{66}\) We encountered a major problem when calibrating this hydrogen bonding function. Because the test set included only natural enzyme–ligand complexes, optimized by millions of years of evolution, hydrogen bonding groups in the ligands are nearly always paired with the appropriate hydrogen bonding group in the protein. Thus, the number of hydrogen bonds that the ligand forms in the complex and the number it forms with solvent when free in solution are approximately the same; that is, there is little change in the free energy of hydrogen bonding, and \( \Delta G_{hbond} \) was evaluated to be approximately zero. Unfortunately, this provides no information on the cost of burying a hydrogen bonding group without forming a bond with the protein, and our data set did not include cases to evaluate this. Of course, the volume-based solvation method should account for this—the unfavorable polar contribution to the solvation energy should compensate for the favorable 12–10 hydrogen bonding energy. The linear regression, however, consistently returned coefficients that set the hydrogen bonding energy and desolvation energy to nearly zero, and increased the dispersion/repulsion term to compensate (see Model A in Table III). We chose an alternative formulation to resolve this problem.

We obtained the best results by separating the desolvation of polar atoms from the volume-based calculation. We assumed that the extent of hydrogen bonding in the complexes was roughly the same as the extent of hydrogen bonding in solution. The calculated hydrogen bonding energy, using the directional 12–10 hydrogen bonding function, was divided by the maximal number of possible hydrogen bonds, counting two for each oxygen atom and one for each polar hydrogen. For
the 30 complexes used in calibration, it was found that 36% of the maximum possible hydrogen bonding sites were actually utilized. Values of $E_{\text{bond}}$ ranging from 36% to 100% of the maximal well depth of 5 kcal mol$^{-1}$ had little effect on the success of the formulation (data not shown), and a value of 36% was chosen. Optimized weights yielded an ideal hydrogen bonding energy in the complex of $-0.328$ kcal mol$^{-1}$, and the estimated average energy of each hydrogen bond in solution of $-0.118$. Because hydrogen bonding was modeled by this difference, the typical hydrogen bonding free energy of a complex was approximately zero, but there was a penalty of about 0 kcal mol$^{-1}$ for oxygen and nitrogen atoms that did not form hydrogen bonds, driving the simulation toward docked conformations with maximal hydrogen bonding. We are currently exploring an appropriate data set for evaluating this formulation more rigorously.

The desolvation for carbon atoms in the ligand was evaluated using two different classes of atom type, aliphatic and aromatic, as in the original study. The desolvation term was weighted by a factor of 0.1711 in our final empirical free energy force field, so a typical aliphatic carbon atom yields an energy of about $-0.2$ kcal mol$^{-1}$ upon binding.

We cross-validated the free energy model in two ways. First, we investigated the influence of each member of the training set on the final coefficients of the model, by removing each one from the training set and calculating the coefficients from the remaining 29 complexes. We found that none of them had a strong effect on the final values of the coefficients.

We also performed a second kind of cross-validation of the free energy model, by performing Solis and Wets local search using AUTODOCK and the new free energy function, starting from the x-ray crystallographic conformations of each inhibitor in 20 HIV-1 protease-inhibitor complexes, to compare the resulting optimized conformations’ predicted free energy change of binding, $\Delta G_{\text{binding}}$, with the experimentally determined values. These protease inhibitors were quite different, having from 7 to 28 torsions, and widely different side chains—charged, polar, and hydrophobic, and constituted a diverse test set. As can be seen from the results in Table IX, the correlation was very good, with an overall rmsd between the experimental and calculated values of $\Delta G_{\text{binding}}$ of 1.92 kcal mol$^{-1}$.

The final form of the free energy function may seem overparameterized, with additional weighting parameters added to a previously optimized parameterization. We retained the molecular mechanics formulation, however, specifically for its ability to model the distance dependence of each energetic term. This distance dependence (and angular dependence in hydrogen bonding) is essential for finding valid docked conformations, but the amount and resolution of the available protein–ligand data do not support a full re-parameterization of the functions.

**DOCKING EXPERIMENTS**

Because we are comparing different search methods, it is important to ensure that the methods are treated equally. It is therefore important that each search method be allowed approximately the same number of energy evaluations in a docking. The number of energy evaluations in a docking depends on the termination criteria, and because it is not possible to predict how many accepted or rejected steps the stochastic SA method will make at a given temperature, the number of evaluations varies in SA. The range was from $1.19 \times 10^6$ to $2.33 \times 10^6$, depending on the protein–ligand test system, even though the same parameters were used for the number of cycles, accepted steps and rejected steps. In the case of the GA dockings, the population was 50 and the number of generations was 27,000, which gave a total of $1.35 \times 10^6$ energy evaluations in a docking; thus, the GA dockings were terminated by reaching the maximum number of generations. In the case of the LGA dockings, 6% of the population underwent Lamarckian local search, each search consisting of 300 iterations and each iteration using an extra energy evaluation. Thus, the LGA dockings, even with the same population size and number of generations as the GA, were terminated by reaching the maximum number of energy evaluations, $1.50 \times 10^6$.

The results of the simulated annealing, genetic algorithm, and the Lamarckian genetic algorithm docking experiments are summarized in Tables IV, V and VI, respectively. The lowest energy docked structure found by each method is compared with the crystal structure of the ligand in Figure 4. The predicted change in free energy upon binding, $\Delta G_{\text{pred}}$, for the lowest energy found by LGA is shown in Table VII, along with the experimentally observed change in free energy upon binding, $\Delta G_{\text{obs}}$. In addition, the breakdown of the energy of the lowest energy docked conformation is shown, in terms of the intermolecular interaction energy.
### TABLE IV.
Results of Simulated Annealing Dockings.a

<table>
<thead>
<tr>
<th>PDB code</th>
<th>Number of clusters</th>
<th>Number in rank 1</th>
<th>Lowest energy (kcal mol⁻¹)</th>
<th>Lowest energy (Å)</th>
<th>Mean energy (kcal mol⁻¹)</th>
<th>Mean energy (Å)</th>
<th>Number of energy evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>3ptb</td>
<td>5</td>
<td>6</td>
<td>-8.03</td>
<td>0.21</td>
<td>-7.84</td>
<td>0.08</td>
<td>0.50</td>
</tr>
<tr>
<td>2cpp</td>
<td>4</td>
<td>6</td>
<td>-7.29</td>
<td>0.81</td>
<td>-7.22</td>
<td>0.03</td>
<td>0.91</td>
</tr>
<tr>
<td>2mcp</td>
<td>10</td>
<td>1</td>
<td>-4.09</td>
<td>0.88</td>
<td>70.89</td>
<td>2.10 × 10²</td>
<td>5.40</td>
</tr>
<tr>
<td>1stp</td>
<td>10</td>
<td>1</td>
<td>-8.48</td>
<td>1.27</td>
<td>-7.71</td>
<td>0.66</td>
<td>1.24</td>
</tr>
<tr>
<td>1hvr</td>
<td>10</td>
<td>1</td>
<td>-11.77</td>
<td>1.15</td>
<td>1.12 × 10⁵</td>
<td>3.36 × 10²</td>
<td>6.13</td>
</tr>
<tr>
<td>4hmg</td>
<td>10</td>
<td>1</td>
<td>-2.59</td>
<td>3.77</td>
<td>6.99 × 10⁴</td>
<td>1.52 × 10⁵</td>
<td>6.20</td>
</tr>
<tr>
<td>4dfr</td>
<td>10</td>
<td>1</td>
<td>-8.73</td>
<td>4.83</td>
<td>6.13 × 10²</td>
<td>1.96 × 10³</td>
<td>5.04</td>
</tr>
</tbody>
</table>

a The parameters used were 10 runs, 50 cycles, and a cycle-termination criterion of 25,000 accepted steps or 25,000 rejected steps, whichever came first. The rmsd conformational clustering tolerance was 0.5 Å, calculated from the ligand’s crystallographic coordinates. Standard deviations given in parentheses.

\[\Delta G_{\text{inter}}\) the intramolecular energy, \[\Delta G_{\text{intra}}\) the torsional free energy, \[\Delta G_{\text{free}}\). These results are discussed case-by-case in what follows; ‘crystallographic rmsd’ refers to the root-mean-square positional deviation of a given conformation from the crystallographic coordinates.

**β-Trypsin / Benzamide (3ptb)**

The recognition of benzamide by β-trypsin, which binds tightly in the specificity pocket of trypsin, is chiefly due to the polar amidine moiety and the hydrophobic benzyl ring. The amidine moiety was treated as being protonated. It was assumed that delocalization of the \(\pi\)-electrons of the benzene ring extended to the \(\pi\)-system of the amidine, and thus the ligand was treated as a rigid body. All three search methods succeeded in finding lowest energy conformations that were also the ones with the lowest crystallographic rmsd. In this case, the method that found the docked structure with the lowest energy was GA (Table V), but that found by the LGA method (Table VI) was practically the same. The mean of the final docked

### TABLE V.
Results of Genetic Algorithm Dockings.a

<table>
<thead>
<tr>
<th>PDB code</th>
<th>Number of clusters</th>
<th>Number in rank 1</th>
<th>Lowest energy (kcal mol⁻¹)</th>
<th>Lowest energy (Å)</th>
<th>Mean energy (kcal mol⁻¹)</th>
<th>Mean energy (Å)</th>
<th>Number of energy evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>3ptb</td>
<td>2</td>
<td>9</td>
<td>-8.17</td>
<td>0.32</td>
<td>-7.72</td>
<td>1.35</td>
<td>1.50</td>
</tr>
<tr>
<td>2cpp</td>
<td>4</td>
<td>7</td>
<td>-7.36</td>
<td>0.93</td>
<td>-6.65</td>
<td>2.11</td>
<td>2.18</td>
</tr>
<tr>
<td>2mcp</td>
<td>10</td>
<td>1</td>
<td>-5.17</td>
<td>0.85</td>
<td>-3.61</td>
<td>0.95</td>
<td>5.26</td>
</tr>
<tr>
<td>1stp</td>
<td>10</td>
<td>4</td>
<td>-10.09</td>
<td>0.75</td>
<td>-8.42</td>
<td>1.82</td>
<td>2.96</td>
</tr>
<tr>
<td>1hvr</td>
<td>10</td>
<td>4</td>
<td>-21.41</td>
<td>0.82</td>
<td>-11.09</td>
<td>9.79</td>
<td>2.79</td>
</tr>
<tr>
<td>4hmg</td>
<td>9</td>
<td>2</td>
<td>-7.60</td>
<td>1.11</td>
<td>-5.72</td>
<td>1.77</td>
<td>2.32</td>
</tr>
<tr>
<td>4dfr</td>
<td>10</td>
<td>1</td>
<td>-16.10</td>
<td>0.95</td>
<td>-10.24</td>
<td>3.95</td>
<td>4.39</td>
</tr>
</tbody>
</table>

a The parameters used were 10 runs a population size of 50, and a run-termination criterion of a maximum of 27,000 generations or a maximum of 1.5 × 10⁶ energy evaluations, whichever came first. Note that, in this case all runs terminated after the maximum number of generations was reached, which equals the product of the population size and the number of generations. The rmsd conformational clustering tolerance was 0.5 Å, calculated from the ligand’s crystallographic coordinates. Standard deviations are given in parentheses.
energy across the ten dockings was lowest for LGA, followed by SA, and finally GA. This is reflected in a comparison of the mean rmsd of the docked conformation from the crystallographic structure for each of the methods: GA had the highest mean rmsd, followed by SA, and on average, the LGA produced conformations with the lowest crystallographic rmsd. Thus, considering their average performance, the best search method at finding the lowest energy and the lowest rmsd was the LGA. The predicted binding free energy, \( \Delta G_{\text{pred}} \), of the lowest docked energy structure obtained using the LGA method was \(-8.15 \text{ kcal mol}^{-1}\) (Table VII), whereas the observed value, \( \Delta G_{\text{obs}} \), was \(-6.46 \text{ kcal mol}^{-1}\): this is within the estimated error of the model.

**Cytochrome P-450\textsubscript{cam} / Camphor (2cpp)**

Camphor binds to the monooxygenase cytochrome P-450\textsubscript{cam} such that the 5-\textit{exo} C—H bond is hydroxylated stereospecifically. The active site is deeply sequestered within the enzyme, and the crystal structure of the complex does not possess an obvious substrate access channel.\(^{70}\) This buried active site presents a more challenging docking problem than 3ptb. Once bound, however, the substrate is “tethered” by a hydrogen bond that is donated from the Tyr-96 hydroxyl to the carbonyl oxygen of camphor, while the subtle complementarity of the pocket and the hydrophobic skeleton of camphor help to position the rest of the substrate. The lowest energy found was \(-7.36 \text{ kcal mol}^{-1}\), found by both the GA (Table V) and LGA methods (Table VI); SA’s lowest energy was \(-7.29 \text{ kcal mol}^{-1}\) (Table IV), which is practically the same. All methods found the crystallographic structure, SA succeeding in 9 of 10 dockings, GA in 7 out of 10 dockings, and LGA in all of the dockings (with success, once again, being measured as having a crystallographic rmsd of less than 1 Å). In all three search method cases, the lowest energy cluster was the most populated, with 6, 9, and 10 members using SA, GA, and LGA, respectively. The predicted binding free energy, \( \Delta G_{\text{pred}} \), of the lowest docked energy structure, was \(-7.36 \text{ kcal mol}^{-1}\) using the LGA method (see Table VII), whereas the observed value, \( \Delta G_{\text{obs}} \), was \(-8.27 \text{ kcal mol}^{-1}\)—once again, this was within the estimated error of the model.

**McPC-603 / Phosphocholine (2mcp)**

Antibody molecules bind their target antigens with exquisite specificity, having close complementarity between antigen and antibody surfaces, hydrogen bonding, van der Waals, and electrostatic interactions. Phosphocholine binds to Fab McPC-603,\(^ {71}\) and is an example of recognition is predominantly electrostatic in character, primarily due to the influence of Arg H52.\(^ {72}\) There is little conformational change in the side chains of Fab McPC-603 upon binding, as indicated from the unbound crystal structure. We allowed all four

---

**TABLE VI.**

Results of Lamarckian Genetic Algorithm Dockings.\(^ a\)

<table>
<thead>
<tr>
<th>PDB code</th>
<th>Number of clusters</th>
<th>Number in rank 1</th>
<th>Lowest energy</th>
<th>rmsd of lowest energy</th>
<th>Mean energy</th>
<th>Mean rmsd</th>
<th>Number of energy evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>3ptb</td>
<td>1</td>
<td>10</td>
<td>(-8.15)</td>
<td>0.45</td>
<td>(-8.15)</td>
<td>0.46</td>
<td>(1.50 \times 10^6)</td>
</tr>
<tr>
<td>2cpp</td>
<td>1</td>
<td>10</td>
<td>(-7.36)</td>
<td>0.93</td>
<td>(-7.36)</td>
<td>0.93</td>
<td>(1.50 \times 10^6)</td>
</tr>
<tr>
<td>2mcp</td>
<td>6</td>
<td>2</td>
<td>(-5.54)</td>
<td>1.05</td>
<td>(-4.15)</td>
<td>1.10</td>
<td>(1.50 \times 10^6)</td>
</tr>
<tr>
<td>1stp</td>
<td>1</td>
<td>10</td>
<td>(-10.14)</td>
<td>0.69</td>
<td>(-10.06)</td>
<td>0.66</td>
<td>(1.50 \times 10^6)</td>
</tr>
<tr>
<td>1hvr</td>
<td>2</td>
<td>9</td>
<td>(-21.38)</td>
<td>0.76</td>
<td>(-19.11)</td>
<td>0.85</td>
<td>(1.50 \times 10^6)</td>
</tr>
<tr>
<td>4hmg</td>
<td>3</td>
<td>7</td>
<td>(-7.72)</td>
<td>1.14</td>
<td>(-7.54)</td>
<td>1.18</td>
<td>(1.50 \times 10^6)</td>
</tr>
<tr>
<td>4dfr</td>
<td>2</td>
<td>7</td>
<td>(-16.98)</td>
<td>1.03</td>
<td>(-16.90)</td>
<td>0.98</td>
<td>(1.56 \times 10^6)</td>
</tr>
</tbody>
</table>

\(^ a\) The parameters used were 10 runs, a population size of 50, and a run-termination criterion of a maximum of 27,000 generations or a maximum of \(1.5 \times 10^6\) energy evaluations, whichever came first. Because local search also uses energy evaluations, the total number of energy evaluations for the LGA method was greater than that for the GA method, using the same population size and maximum number of generations; in the LGA dockings, the runs terminated because the maximum number of energy evaluations was exceeded. The rmsd conformational clustering tolerance was 0.5 Å, calculated from the ligand’s crystallographic coordinates. Standard deviations are given in parentheses.
bonds to rotate during docking. The energy of the crystal structure was positive, due in most part to a large, positive internal energy dominated by C2 and O1 being too close (2.26 Å); this could be improved if local minimization had been performed on the crystal structure before docking. The lowest energy found by each of the three search methods were $-4.09$, $-5.17$, and $-5.54$ kcal mol$^{-1}$, using SA, GA, and LGA, respectively. Unlike 3ptb and 2cpp, these differences in energy were more significant. Both SA and GA found 10 different clusters, whereas LGA found 6 clusters. The mean energy of the 10 dockings was $+70.89$, $-3.61$, and $-4.15$ kcal mol$^{-1}$ for SA, GA, and LGA, respectively. Thus, on average, the LGA performed best in finding the lowest energy docked structure. Furthermore, the mean rmsd from the crystallographic coordinates was 5.40, 5.26, and 1.10 Å for SA, GA, and LGA, respectively, indicating that LGA also reproduced the crystal structure.
most often. The predicted binding free energy, \( \Delta G_{\text{pred}} \), of the lowest docked energy structure was \(-5.32 \text{ kcal mol}^{-1}\) using the LGA method (see Table VII), whereas the observed value, \( \Delta G_{\text{obs}} \), was \(-7.13 \text{ kcal mol}^{-1}\)—this was also within the estimated error of the model.

**Streptavidin/Biotin (1stp)**

One of the most tightly binding noncovalent complexes is that of streptavidin/biotin, with an experimentally observed dissociation constant, \( K_d \), of \(10^{-15} \text{ M}\). Comparison of the apo form and the complex\(^23\) shows that the high affinity results from several factors, including formation of multiple hydrogen bonds and van der Waals interactions between the biotin and the protein, in addition to the ordering of surface polypeptide loops of streptavidin upon binding biotin. The method that found the lowest energy was LGA, at \(-10.14 \text{ kcal mol}^{-1}\), although GA was not significantly different, followed by SA with \(-8.48 \text{ kcal mol}^{-1}\). The method with the lowest mean energy was LGA at \(-10.06 \text{ kcal mol}^{-1}\), then GA with \(-8.42 \text{ kcal mol}^{-1}\), and finally SA with \(-7.76 \text{ kcal mol}^{-1}\). The method that found the crystallographic complex coordinates most often was LGA, having a mean rmsd of 0.66 \(\text{Å}\), then SA at 1.24 \(\text{Å}\), and finally GA with 2.96 \(\text{Å}\). At the rmsd tolerance chosen for these experiments, 0.5 \(\text{Å}\), SA found 10 different conformational clusters, GA found 7 clusters (the most populated was rank 1, with 4 members), and LGA found 1 cluster.

It was not possible to include the entropic effects of the flexible surface loops of streptavidin in the docking of biotin, although they make significant contributions to the binding free energy as revealed by a recent set of experiments involving an atomic force microscope.\(^24\) It was found that the unbinding forces of discrete complexes of streptavidin with biotin analogs were proportional to the enthalpy change of the complex formation but independent of changes in the free energy, which indicates that the unbinding process is adiabatic and that entropic changes occur after unbinding. This may help to explain why the predicted binding free energy of the streptavidin/biotin complex (\( \Delta G_{\text{pred}} \)) \(-10.14 \text{ kcal mol}^{-1}\), underestimated the magnitude of the observed value (\( \Delta G_{\text{obs}} \)) \(-18.27 \text{ kcal mol}^{-1}\) (Table VII).

**HIV-1 Protease/XK263 (1hr)**

HIV-1 protease inhibitors prevent the maturation of virions of HIV, and are a major target for computer-assisted drug design in the development of AIDS therapies. Substrates and inhibitors of HIV-1 protease are typically extended peptides or peptidomimetics, with a dozen or more freely rotatable bonds and, as such, they present a challenging target for automated docking techniques. In addition, considerable protein motion is expected in the flaps upon binding, to allow the continuous polypeptide to reach the active site. However, most docking methods use a rigid protein target, and explicit modeling of the opening

### Table VII

<table>
<thead>
<tr>
<th>PDB code</th>
<th>Lowest energy</th>
<th>rmsd of lowest energy</th>
<th>( \Delta G_{\text{inter}} )</th>
<th>( \Delta G_{\text{intra}} )</th>
<th>( \Delta G_{\text{tor}} )</th>
<th>( \Delta G_{\text{pred}} )</th>
<th>( \Delta G_{\text{obs}} )</th>
<th>( (\Delta G_{\text{pred}} - \Delta G_{\text{obs}}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3ptb</td>
<td>(-8.15)</td>
<td>0.45</td>
<td>(-8.15)</td>
<td>0.00</td>
<td>0.00</td>
<td>(-8.15)</td>
<td>(-6.46)</td>
<td>(-1.69)</td>
</tr>
<tr>
<td>2cpp</td>
<td>(-7.36)</td>
<td>0.93</td>
<td>(-7.36)</td>
<td>0.00</td>
<td>0.00</td>
<td>(-7.36)</td>
<td>(-8.27)</td>
<td>(+0.91)</td>
</tr>
<tr>
<td>2mcp</td>
<td>(-5.54)</td>
<td>1.05</td>
<td>(-6.57)</td>
<td>(+1.03)</td>
<td>(+1.25)</td>
<td>(-5.32)</td>
<td>(-7.13)</td>
<td>(+1.81)</td>
</tr>
<tr>
<td>1stp</td>
<td>(-10.14)</td>
<td>0.69</td>
<td>(-9.90)</td>
<td>(-0.24)</td>
<td>(+1.56)</td>
<td>(-8.34)</td>
<td>(-18.27)</td>
<td>(+9.93)</td>
</tr>
<tr>
<td>1hvr</td>
<td>(-21.38)</td>
<td>0.76</td>
<td>(-19.34)</td>
<td>(-2.04)</td>
<td>(+2.49)</td>
<td>(-16.85)</td>
<td>(-12.96)</td>
<td>(-3.89)</td>
</tr>
<tr>
<td>4hmg</td>
<td>(-7.72)</td>
<td>1.14</td>
<td>(-8.93)</td>
<td>(+1.21)</td>
<td>(+2.18)</td>
<td>(-6.75)</td>
<td>(-3.48)</td>
<td>(-3.27)</td>
</tr>
<tr>
<td>4dfr</td>
<td>(-16.97)</td>
<td>1.03</td>
<td>(-16.57)</td>
<td>(-0.40)</td>
<td>(+2.18)</td>
<td>(-14.39)</td>
<td>(-13.22)</td>
<td>(-1.17)</td>
</tr>
</tbody>
</table>

\( \Delta G_{\text{inter}} \) is the intermolecular interaction energy between the ligand and the receptor, \( \Delta G_{\text{intra}} \) is the intramolecular interaction energy of the ligand, and \( \Delta G_{\text{tor}} \) is the torsional free energy change of the ligand upon binding.

\(^a\) This large discrepancy may be due to neglect of the conformational rearrangements of streptavidin upon binding biotin, which are neglected in the docking simulation and binding free energy calculation.

\(^b\) The predicted binding free energy of the streptavidin/biotin complex (\( \Delta G_{\text{pred}} \)) \(-10.14 \text{ kcal mol}^{-1}\), underestimated the magnitude of the observed value (\( \Delta G_{\text{obs}} \)) \(-18.27 \text{ kcal mol}^{-1}\) (Table VII).
and closing of the flaps is not performed: thus, the ligand must “thread” its way into the active site. The cyclic urea HIV-protease inhibitor, XK-263, has 10 rotatable bonds, excluding the cyclic urea’s flexibility. All three search methods found solutions near to the crystal structure: interestingly, the lowest docking energy found by SA was $-11.77 \text{ kcal mol}^{-1}$ and had an rmsd of 1.15 Å from the crystal structure, whereas GA and LGA found much lower energies but were still near to the active site, having crystallographic rmsd values of 0.82 Å and 0.76 Å, respectively. The lowest docking energy found overall was $-21.41 \text{ kcal mol}^{-1}$, and was found using GA, although that found by LGA was practically the same. The predicted binding free energy, $\Delta G_{\text{pred}}$, of the lowest energy structure was $-16.85 \text{ kcal mol}^{-1}$ using LGA, whereas the observed value, $\Delta G_{\text{obs}}$, was $-12.96 \text{ kcal mol}^{-1}$. The larger discrepancy between the predicted and observed values may be due to the entropic contributions of protein side chain and flap conformational rearrangements, or may be due to other low-energy conformational states of the cyclic urea moiety of XK-263, which are neglected in our calculations.

**Influenza Hemagglutinin / Sialic Acid (4hm)</strong>

The recognition of sialic acid by influenza hemagglutinin is chiefly mediated through hydrogen bonding: sialic acid has five hydroxyls, three in the glycerol group, one carboxylate, a cyclic ether oxygen, and an acetamido group, with a total of 11 rotatable acyclic bonds. We used the crystal structure of Weis et al., although the low resolution meant that the overall coordinate error was approximately 0.35–0.40 Å, which, in itself, presents a potential challenge in the docking tests. We modeled an isopropylated derivative of sialic acid to mimic part of an adjacent six-membered ring that would normally be present in this complex, but was not seen due to disorder: this introduced an extra rotatable bond, giving a total of 11 torsions. Furthermore, in these tests, we used the crystal conformation of the six-membered ring, although normally we would use several of the lowest energy conformations of the ring system and dock these separately.

This was one of two cases where simulated annealing failed to find a docking that was near the crystal structure: the lowest energy structure found had an rmsd of 3.77 Å from the crystallographic structure, and the docking with the lowest crystallographic rmsd was 2.36 Å. The mean energy of all 10 SA dockings was very high ($6.99 \times 10^4 \text{ kcal mol}^{-1}$); only 4 of the 10 SA dockings found negative energies. Both GA and LGA, however, succeeded in finding conformations near ($\leq 1.5 \text{ Å rmsd}$) the crystal conformation. The lowest energy found was by LGA, and was $-7.72 \text{ kcal mol}^{-1}$. This structure had a crystallographic rmsd of 1.14 Å, and had a predicted binding free energy, $\Delta G_{\text{pred}}$, of $-6.75 \text{ kcal mol}^{-1}$; the observed binding free energy, $\Delta G_{\text{obs}}$, for the sialic acid–hemagglutinin complex was $-3.48 \text{ kcal mol}^{-1}$. The difference in predicted and observed binding free energies may be due to the structural differences between the isopropylated derivative that was docked and sialic acid itself.

**Dihydrofolate Reductase / Methotrexate (4dgr)**

Methotrexate is an antimetabolite that attacks proliferating tissue selectively induces remissions in certain acute leukemias; however, dangerous side effects of methotrexate in normal cells continue to make DHFR an important target in computer-assisted anticancer drug design. We used the crystal structure of *E. coli* dihydrofolate reductase complexed with methotrexate to investigate a more challenging docking problem. We assumed that waters 603, 604, and 639, which mediate hydrogen bonding between the inhibitor and the protein, were conserved biowaters, and included them in the protein structure in our grid calculations. Ideally, these should be predicted, and recently a method based on a $k$-nearest-neighbors classifier and a genetic algorithm called Consolv was reported to do just this.

This is one of the two test cases where simulated annealing failed: the lowest energy structure that it found had an rmsd of 4.83 Å from the crystal structure. This could be because the final docked conformation in simulated annealing is arrived at after a series of continuous steps, and if the route to the active site is blocked, the docking will tend to fail before the ligand reaches the active site. Note that, in the case of the camphor–cytochrome P-450cam docking, the random initialization loop was able to find initial states that were inside the binding pocket, but in this case the dockings failed to start near the active site.

The lowest energy found was $-16.98 \text{ kcal mol}^{-1}$, and was found using LGA: this structure had an rmsd from the crystal structure of 1.03 Å.
The predicted binding free energy, $\Delta G_{\text{pred}}$, of the lowest docked energy structure was $-14.39$ kcal mol$^{-1}$ using LGA, whereas the observed value, $\Delta G_{\text{obs}}$, was $-13.22$ kcal mol$^{-1}$. This finding was within the estimated error of the model.

**JUDGING SEARCH METHODS**

To evaluate the new search methods, and to compare them with the earlier search method of simulated annealing, we addressed the following questions: Which search method is most efficient? That is, which finds the lowest energy in a given number of energy evaluations? Which search method is most reliable? That is, which method finds the most conformations similar to that of the lowest energy? Finally, which search method is most successful? That is, which finds the crystallographic conformation most often after a given number of dockings? Furthermore, because these comparisons were carried out using the new, empirical free energy force field, these tests also represent an evaluation of the force field itself, and, if the global minimum of the force field is unable to reproduce observed crystallographic structures, its usefulness will be limited. Because it is very difficult to determine the global minimum of such a complex function, we cannot answer this question definitively; however, we can report the lowest energy found by any of the methods and its structural similarity to that of the crystal structure.

If we calculate statistics across all seven protein–ligand test systems for each search method, we obtain a quantitative estimate of relative performance of each search method (see Table VIII). If, in each of the seven test systems, we assume that the lowest docked energy found by any method is the effective global minimum energy, and then calculate the difference between this energy and all of the docked energies found by each search method, we can then calculate the mean and standard deviation of this difference energy for each search method. Ideally, the mean and standard deviation of this value would be zero. The mean of this difference energy was lowest for LGA ($0.40$ kcal mol$^{-1}$), followed by GA ($3.41$ kcal mol$^{-1}$), and finally SA ($2.62 \times 10^5$ kcal mol$^{-1}$): the very high mean difference energy for SA is indicative of the cases in which this method failed to escape a local minimum, where the ligand was partially or wholly trapped within the protein. Hence, in answer to the first question, the Lamarckian genetic algorithm, LGA, is the most efficient search method.

In terms of how often the structure with lowest energy was found, LGA performed best: the mean of the number of docked structures in rank 1 was $78\%$ for LGA, $40\%$ for GA, and $24\%$ for SA. The mean of the number of clusters found was lowest for LGA ($2.29$), followed by GA ($7.00$), and finally SA ($8.43$). Hence, the most reliable search method was LGA.

In comparing the relative success of each search method in reproducing the crystallographic structure, considering the crystallographic rmsd across all 10 dockings in each of the 7 test systems, the mean rmsd was lowest for LGA ($0.88$ Å, standard
TABLE IX.
Results of Cross-Validation of Free Energy Function Using Local Search on 20 HIV-1 Protease-Inhibitor Complexes.

<table>
<thead>
<tr>
<th>PDB code</th>
<th>Experimental $\Delta G_{\text{binding}}$ (kcal/mol)</th>
<th>Calculated $\Delta G_{\text{binding}}$ (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1hvs</td>
<td>14.04</td>
<td>10.95</td>
</tr>
<tr>
<td>1hwk</td>
<td>13.79</td>
<td>11.60</td>
</tr>
<tr>
<td>1hvi</td>
<td>13.74</td>
<td>12.39</td>
</tr>
<tr>
<td>7hvp</td>
<td>13.11</td>
<td>12.19</td>
</tr>
<tr>
<td>1hps</td>
<td>12.57</td>
<td>11.80</td>
</tr>
<tr>
<td>1hpv</td>
<td>12.57</td>
<td>8.24</td>
</tr>
<tr>
<td>4phv</td>
<td>12.51</td>
<td>14.36</td>
</tr>
<tr>
<td>1hef</td>
<td>12.27</td>
<td>9.52</td>
</tr>
<tr>
<td>1hiv</td>
<td>12.27</td>
<td>13.02</td>
</tr>
<tr>
<td>1hvl</td>
<td>12.27</td>
<td>10.35</td>
</tr>
<tr>
<td>8hvp</td>
<td>12.27</td>
<td>9.36</td>
</tr>
<tr>
<td>1aaq</td>
<td>11.62</td>
<td>9.68</td>
</tr>
<tr>
<td>1htg</td>
<td>11.58</td>
<td>13.13</td>
</tr>
<tr>
<td>9hvp</td>
<td>11.38</td>
<td>10.54</td>
</tr>
<tr>
<td>1ihh</td>
<td>10.97</td>
<td>11.43</td>
</tr>
<tr>
<td>1heg</td>
<td>10.56</td>
<td>8.60</td>
</tr>
<tr>
<td>1sbg</td>
<td>10.56</td>
<td>10.35</td>
</tr>
<tr>
<td>1htf</td>
<td>9.31</td>
<td>8.21</td>
</tr>
<tr>
<td>1hbv</td>
<td>8.68</td>
<td>9.75</td>
</tr>
<tr>
<td>1hte</td>
<td>7.69</td>
<td>7.28</td>
</tr>
</tbody>
</table>

deviation 0.25 Å), followed by GA (3.06 Å, standard deviation 1.32 Å), and finally SA (3.63 Å, standard deviation 2.61 Å). These average results indicate that, of the three search methods, LGA will find the crystallographic structure most often. Thus, the answer to the last question, “Which method is most successful?” is LGA.

In two different cases, 4hmg and 4dfr, the simulated annealing method failed to reproduce the corresponding crystal structure, although it succeeded with 1hvr (see Fig. 4). This is important because methotrexate has 7 rotatable bonds, and would be expected to be solvable using our rule-of-thumb that SA succeeds in problems with 8 torsions or less; however, the HIV-1 protease inhibitor XK-263, has 10 rotatable bonds, and was successfully docked using SA. Thus, the degree of difficulty of a docking problem is not as simple as how many rotatable bonds there are; other factors, such as the nature of the energy landscape, clearly play an important role.

It could be said that the crystallographic rmsd of the lowest energy structure found by any of the search methods is an estimate of the quality of the force field, although this is complicated by the fact that the search method itself must determine a docking near to the global minimum, an unknown state. We can calculate the energy of the ligand in the crystal structure using the new force field (see Table II), which we assume to be near the global minimum, but, unfortunately, the crystal structure may contain frustrations and bad contacts. This appears to be the case in 2mcp, where a close contact between C2 and O1 causes a positive total energy to be calculated for the crystal structure. In all cases, the lowest energy found, considering all the search methods, was lower than that of the corresponding crystal structure.

The crystallographic rmsd of the lowest energy (found by any search method) for each of the protein–ligand test systems were all within 1.14 Å, or less, of the crystal structure. This suggests that the force field’s global minimum in each of the protein–ligand cases was near to the crystal structure, if we accept the assumption that the crystal structure was near to or at the global minimum, and that the lowest energy found was near to the global minimum. In some cases, dockings were found that had lower crystallographic rmsd values but slightly higher energies than the lowest energy found. All of the lowest crystallographic rmsd values were 0.89 Å or less, indicating that low-energy structures found by the force field were very similar to the corresponding crystal structure.

**Conclusion**

AUTODock is a software package of general applicability for automated docking of small molecules, such as peptides, enzyme inhibitors, and drugs, to macromolecules, such as proteins, enzymes, antibodies, DNA, and RNA. New search methods have been introduced and tested here, using a new, empirical binding free energy function for calculating ligand–receptor binding affinities.

We have shown that, of the three search methods tested in AUTODock (simulated annealing, genetic algorithm, and Lamarckian genetic algorithm), the most efficient, reliable, and successful is the Lamarckian genetic algorithm LGA. We defined efficiency of search in terms of lowest energy found in a given number of energy evaluations; reliability in terms of reproducibility of finding the
lowest energy structure in independent dockings, as measured by the number of conformations in the top ranked cluster; and success in terms of reproducing the known crystal structure. Simulated annealing failed to reproduce the crystal structures for the influenza hemagglutinin–sialic acid complex (4hmg) and the dihydrofolate reductase–methotrexate complex (4dfr). However, both the genetic algorithm and the Lamarckian genetic algorithm methods succeeded. Thus, the introduction of the LGA search method extends the power and applicability of AUTO Dock to docking problems with more degrees of freedom than could be handled by earlier versions.

The predicted binding affinities of the lowest energy docked conformations, using the LGA method and the new empirical free energy function, were within the standard residual error of the force field in four of the seven cases (3ptb, 2cpp, 2mcp, and 4dfr), and reasonably close in two other cases (1hvr and 4hmg). The large discrepancy between the predicted and the observed binding affinity of biotin for streptavidin (1stp), because protein motion is not modeled and successfully predicting such large-scale protein conformational changes is difficult. The AUTO Dock method works well when there is little change between the apo and ligand-bound forms of the protein, even if the protein undergoes significant conformational changes during binding.

AUTO Dock predicts the binding affinity using one conformation of the ligand–protein complex. A new class of models for predicting receptor–ligand binding affinities has been reported recently that considers not just the lowest energy state of the complex, but the predominant states of the binding molecules. These approaches are grounded in statistical thermodynamics, and combine a modest set of degrees of freedom with aggressive conformational sampling to identify the low-energy conformations of the complex and the free molecules. AUTO Dock version 3.0 currently performs extensive conformational sampling, information that could be incorporated into the calculation of the binding affinity. We are studying how the search methods can be modified such that statistical thermodynamics calculations can be performed while the docking proceeds, to improve the calculation of the binding affinity.
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Abstract: The authors describe the development and testing of a semiempirical free energy force field for use in AutoDock4 and similar grid-based docking methods. The force field is based on a comprehensive thermodynamic model that allows incorporation of intramolecular energies into the predicted free energy of binding. It also incorporates a charge-based method for evaluation of desolvation designed to use a typical set of atom types. The method has been calibrated on a set of 188 diverse protein–ligand complexes of known structure and binding energy, and tested on a set of 100 complexes of ligands with retroviral proteases. The force field shows improvement in redocking simulations over the previous AutoDock3 force field.

Key words: computational docking; prediction of free energy; force fields; desolvation models; computer-aided drug design; AutoDock4

Introduction

Computational docking currently plays an essential role in drug design and in the study of macromolecular structure and interaction.1–5 Docking simulations require two basic methods: a search method for exploring the conformational space available to the system and a force field to evaluate the energetics of each conformation. Given the desire to minimize computational effort, there is a trade-off between these two elements. We may choose to use a highly sophisticated force field while searching only a small portion of the conformational space. This is the approach taken by methods such as molecular dynamics and free energy perturbation, which use physically based energy functions combined with full atomic simulation to yield accurate estimates of the energetics of molecular processes.6 However, these methods are currently too computationally intensive to allow blind docking of a ligand to a protein. Computational docking is typically performed by employing a simpler force field and exploring a wider region of conformational space. This is the approach taken by AutoDock (http://autodock.scripps.edu) and other computational docking methods, which may predict bound conformation with no a priori knowledge of the binding site or its location on the macromolecule.7–9

Empirical free energy force fields, which define simple functional forms for ligand–protein interactions, and semiempirical free energy force fields, which combine traditional molecular mechanics force fields with empirical weights and/or empirical functional forms, have been used by a wide variety of computational docking methods.7–9 These force fields provide a fast method to rank potential inhibitor candidates or bound states based on an empirical score. In some cases, this score may be calibrated to yield an estimate of the free energy of binding.

The AutoDock3 force field10 is an example. It uses a molecular mechanics approach to evaluate enthalpic contributions such as dispersion/repulsion and hydrogen bonding and an empirical approach to evaluate the entropic contribution of changes in solvation and conformational mobility. Empirical weights are applied to each of the components based on calibration against a set of known binding constants. The final semiempirical force field is designed to yield an estimate of the binding constant.

We describe here the development and testing of an improved semiempirical free energy force field for AutoDock4, designed to address several significant limitations of the AutoDock3 force field. The new force field, which has been calibrated using a large set of diverse protein–ligand complexes, includes two major advances. The first is the use of an improved thermodynamic model of the binding process, which now allows inclusion of intramolecular terms in the estimated free energy. Second, the force field includes a full desolvation model that includes terms for all atom types, including the favorable energetics of desolvating carbon atoms as well as the unfavorable
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energetics of desolvating polar and charged atoms. The force field also incorporates an improved model of directionality in hydrogen bonds, now predicting the proper alignment of groups with multiple hydrogen bonds such as DNA bases.\textsuperscript{11}

Methods


does not have a summary.

Overview

The semiempirical free energy force field estimates the energetics of the process of binding of two (or more) molecules in a water environment using pair-wise terms to evaluate the interaction between the two molecules and an empirical method to estimate the contribution of the surrounding water. This differs from a traditional molecular mechanics force field, which also relies on pair-wise atomic terms, but typically uses explicit water molecules to evaluate solvation contributions. The goal of the empirical free energy force field is to capture the complex enthalpic and entropic contributions in a limited number of easily evaluated terms.

The approach taken in AutoDock is shown in Figure 1. The free energy of binding is estimated to be equal to the difference between (1) the energy of the ligand and the protein in a separated unbound state and (2) the energy of the ligand–protein complex. This is broken into two steps for the evaluation: we evaluate the intramolecular energetics of the transition from the unbound state to the bound conformation for each of the molecules separately, and then evaluate the intermolecular energetics of combining the ligand and protein in their bound conformations.

The force field evaluates binding in two steps. The ligand and protein start in an unbound conformation. The first step evaluates the intramolecular energetics of the transition from these unbound states to the conformation that the ligand or protein will adopt in the bound complex. The second step evaluates the intermolecular energetics of combining the ligand and protein in their bound conformations.

In this equation, L refers to the “ligand” and P refers to the “protein” in a protein–ligand complex; note, however, that the approach is equally valid for any types of molecules in a complex. The first two terms are intramolecular energies for the bound and unbound states of the ligand, and the following two terms are intramolecular energies for the bound and unbound states of the protein. The change in intermolecular energy between the bound and unbound states is in the third parentheses. It is assumed that the two molecules are sufficiently distant from one another in the unbound state that \( V_{lbound} \) is zero. In the current study, we did not allow motion in the protein, so the bound state of the protein is identical with the protein unbound state, and the difference in their intramolecular energy is zero.

The pair-wise atomic terms include evaluations for dispersion/repulsion, hydrogen bonding, electrostatics, and desolvation:

\[
V = W_{lvdw} \sum_{ij} \left( \frac{A_{ij}}{r_{ij}^6} - \frac{B_{ij}}{r_{ij}^{12}} \right) + W_{hbound} \sum_{ij} E(t) \left( \frac{C_{ij}}{r_{ij}^5} - \frac{D_{ij}}{r_{ij}^{10}} \right)
+ W_{elec} \sum_{ij} \frac{q_i q_j}{\varepsilon (r_{ij}) r_{ij}} + W_{sol} \sum_{ij} (S_{ij} V_{ij} + S_{ij} e^{(-r_{ij}^2/2\sigma^2)})
\] (2)

The weighting constants \( W \) are the ones that are optimized to calibrate the empirical free energy based on a set of experimentally characterized complexes. The first term is a typical 6/12 potential for dispersion/repulsion interactions. Parameters \( A \) and \( B \) were taken from the Amber force field.\textsuperscript{12} The second term is a directional H-bond term based on a 10/12 potential.\textsuperscript{13} The parameters \( C \) and \( D \) are assigned to give a maximal well depth of 5 kcal/mol at 1.9 Å for O–H and N–H, and a depth of 1 kcal/mol at 2.5 Å for S–H. Directionality of the hydrogen bond interaction \( E(t) \) is dependent on the angle \( t \) away from ideal bonding geometry and is described fully in previous work.\textsuperscript{10,14} Directionality is further enhanced by limiting the number of hydrogen bonds available to each point in the grid to the actual
number of hydrogen bonds that could be formed. Electrostatic interactions are evaluated with a screened Coulomb potential identical with that used in AutoDock3. The final term is a desolvation potential based on the volume (S) and an exponential term based on the distance. As in the original report, the distance weighting factor σ is set to 3.5 Å.

As in our previous work, this force field is calibrated for a united atom model, which explicitly includes heavy atoms and polar hydrogen atoms. Intramolecular energies are calculated for all pairs of atoms within the ligand (or protein, if it has free torsional degrees of freedom), excluding 1–2, 1–3, and 1–4 interactions.

The term for the loss of torsional entropy upon binding (∆S_conf) is directly proportional to the number of rotatable bonds in the molecule (N_tors):

\[ \Delta S_{\text{conf}} = W_{\text{conf}} N_{\text{tors}} \]  

(3)

The number of rotatable bonds include all torsional degrees of freedom, including rotation of polar hydrogen atoms on hydroxyl groups and the like.

**Desolvation**

The desolvation term is evaluated using the general approach of Wesson and Eisenberg. Two pieces of information are needed (1) an atomic solvation parameter for each atom type, which is an estimate of the energy needed to transfer the atom between a fully hydrated state and a fully buried state [\( S_i \) in eq. (2)] and (2) an estimate of the amount of desolvation when the ligand is docked [\( V_i \) in eq. (2)]. The amount of desolvation is calculated using a volume-summing method similar to the Stouten et al. method. We have developed a modified approach for the atomic solvation parameters based on the chemical type and the atomic charge of the atom. This approach is designed to use the simple set atom types used in AutoDock and other docking methods. Incorporation of the atomic charge into the solvation parameter removes the need to use two discrete charged and uncharged atom types for oxygen and nitrogen. This is particularly useful with hybridized charged groups such as carboxylic acids, which require arbitrary assignment of a formal charge on one oxygen or the other when using previous approaches.

The solvation parameter for a given atom (\( S_i \), used in the equation above) is calculated as:

\[ S_i = (\text{ASP}_i + \text{QASP} \times |q_i|) \]  

(4)

where \( q_i \) is the atomic charge and ASP and QASP are the atomic solvation parameters derived here. The ASP is calibrated using six atom types: aliphatic carbons (C), aromatic carbons (A), nitrogen, oxygen, sulfur, and hydrogen. A single QASP is calibrated over the set of charges on all atom types.

The estimation of the extent of desolvation is calibrated to use atomic volumes calculated as a sphere with radius equal to the contact radius (C/A, 2.00; N, 1.75; O, 1.60; S, 2.00). The amount of shielding in a typical protein was evaluated using the

<table>
<thead>
<tr>
<th>Type</th>
<th>ASP (std error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.00143 (0.00019)</td>
</tr>
<tr>
<td>A</td>
<td>-0.00052 (0.00012)</td>
</tr>
<tr>
<td>N</td>
<td>-0.00162 (0.00182)</td>
</tr>
<tr>
<td>O</td>
<td>-0.00251 (0.00189)</td>
</tr>
<tr>
<td>H</td>
<td>0.00051 (0.00052)</td>
</tr>
<tr>
<td>S</td>
<td>-0.00214 (0.00118)</td>
</tr>
</tbody>
</table>

QASP = 0.01097 (0.00263). Note that these values must be multiplied by the empirically determined weighting factor [\( W_{\text{conf}} \) in eq. (2)] for the estimate of the free energy.

188 proteins in the calibration set (described later). For each atom in the protein, the volume term in the free energy equation was evaluated:

\[ \Delta V_i = \sum_{k \neq i} V_k \times e^{-r_{ik}^2/(2\sigma^2)} \]  

(5)

where the sum is performed over all atoms \( k \) in the protein, excluding all atoms in the same amino acid residue as \( i \). The maximal value of \( \Delta V \) for each amino acid type over the entire set of proteins was then determined. These values were used to perform a least-squares fit of the model to a set of experimental vacuum-to-water transfer energies, to determine values for the atomic solvation parameters ASP and QASP. The program R (http://www.r-project.org) was used to perform the fit. Several formulations were tested. The best results were obtained using two carbon types, a nonaromatic (C) and an aromatic (A) type (Table 1), where the aromatic type is limited to carbon atoms within aromatic ring structures. The maximum error was 1.88 kcal/mol in that case. Using a single carbon type, the maximum error increased to 3.00 kcal/mol, and use of a single type for all atoms, along with the charge, gave a maximum error of 4.12 kcal/mol.

We used a simple approximation for incorporation of additional atom types in the desolvation model. The ASP is assigned to the average of the values from the six atom types used in the calibration and the same QASP is applied.

**Unbound States**

This method relies on assignment of an unbound state for the ligand and protein. In this work, we tested three approaches to the unbound state, as shown in Figure 2. These states are simple approximations to the ensemble of unbound conformations, making a few extreme assumptions about which conformations dominate the energetics of the ensemble.

The first approach (the “extended” state) is a fully extended conformation, which models a fully solvated conformation with few internal contacts. A short optimization was performed on the ligand in isolation using a uniform potential inversely proportional to the distance between each pair of atoms. This pushes all atoms as far away from one another as possible.
The second approach (the "compact" state) is a minimized conformation that has substantial internal contacts, modeling a folded state for the unbound ligand. We wished to include the new solvation model in the determination of this unbound state, so we used AutoDock4 with values of the energetic parameters taken from the calibration using the extended state. A short Lamarckian genetic algorithm conformational search was performed, using an empty affinity grid. As expected, these conformations tend to bury hydrophobic portions inside and form internal hydrogen bond interactions.

Coordinate Sets

The force field was calibrated and tested using a large collection of protein complexes for which experimental information on binding strength is available. These complexes were taken from two sources.

The force field was calibrated on a set of 188 complexes. Binding data were obtained from the Ligand–Protein Database (http://pdb.scripps.edu), and coordinates were obtained from the Protein Data Bank (http://www.pdb.org). These complexes were checked and corrected if necessary for the proper biological unit, and files were regularized to remove alternate locations and to have consistent naming of atoms. Hydrogen atoms were then added automatically using Babel, atomic charges were added using the Gasteiger PEOE method, and then nonpolar hydrogen atoms were merged. The Gasteiger method was chosen for its fast and easy operation and ready availability as part of Babel. Formal charges were assigned to metal ions. Charges on terminal phosphate groups were assigned improperly, with a total charge of $-0.5$, so the remaining $-0.5$ charge was split manually between the four surrounding oxygen atoms. Babel also treated a sulfonamide group in several ligands as neutral; a single negative charge, as reported in the original structure reports, was split manually between the oxygen and nitrogen atoms in these groups. Ligands were processed in ADT (the graphical interface to AutoDock, http://autodock.scripps.edu/resources/adt) to assign atom types and torsion degrees of freedom. Finally, a short optimization of the ligand was performed using the local search capability of AutoDock3, to relax any unacceptable contacts in the crystallographic conformation.

Binding data for a test set of 100 retroviral protease complexes was obtained from the PDBBind database (http://www.pdbbind.org), and coordinates were obtained from the Protein Data Bank. They were processed similarly to the calibration set.

Redocking

Redocking experiments were performed with AutoDock4 and the new empirical free energy force field. For each complex, 50 docking experiments were performed using the Lamarckian genetic algorithm conformational search with the default parameters from AutoDock3. A maximum of 25 million energy evaluations was applied for each experiment. The results were clustered using a tolerance of 2.0 Å. For comparison, docking experiments with the same parameters were performed with AutoDock3.

Results and Discussion

Performance

The force field was calibrated on a set of 188 complexes tabulated in the Ligand–Protein Database. Calibration with the three

Figure 2. Comparison of the extended, compact, and bound conformations of the HIV protease inhibitor indinavir, taken from PDB entry 1hsg. Note that the extended and bound states are quite similar, and that the hydrophobic groups have formed a cluster in the compact state.
different unbound states gave similar results, as shown in Figure 3. Table 2 shows standard errors for the three unbound states for several sets. The first line is standard error over the entire set of 188 complexes used in the calibration. The second line is the standard error calculated for the set of 155 complexes that do not have close ligand–metal contacts, using parameters calibrated against the whole set. The performance is significantly better on this smaller set of proteins. The third line is the standard error when evaluating binding energies for a naive set of 100 HIV protease complexes, not used in the calibration. The final four lines are results from a cross-validation study, where 1/4 of the complexes were removed from the calibration set, and then evaluated with the parameters calibrated with the remaining 3/4 of the set.

Table 3 shows parameters for the three calibrations, including standard errors and $t$ values for the parameters. The compact state is clearly the worst of the three. The extended and bound states have similar performance, with the bound state showing slightly better statistics in the calibration and the cross-validation, but poorer performance with the HIV test set. Based on these results, we have chosen the extended conformation as the default unbound state in AutoDock4. However, it is possible within AutoDock4 to use any of the models for the unbound state, with the appropriate values for the force field parameters, if there is specific information for a given application about the nature of the unbound state.

The new force field requires slightly more computation time for the energy evaluation than the previous AutoDock3 force field. It requires precalculation of the energy of the unbound state, which is not performed in AutoDock3. During the docking simulation, it requires one additional operation to look-up the charge-dependent desolvation component from a precalculated AutoGrid map.

Magnitude of Terms

The total predicted free energy is surprisingly well distributed between the four pair-wise terms, as shown in Table 4. The dispersion/repulsion term provides an average of about $-0.3$ to $-0.5$ kcal/mol per nonhydrogen ligand atom. Hydrogen bonding provides approximately $-0.6$ kcal/mol for single hydrogen bonds and twice that with oxygen atoms that accept two hydrogen bonds. Electrostatic energies range widely, but give an overall average that is favorable by a few tenths of a kcal/mol. However, in the best cases of interactions with metal ions, electrostatics can provide significant stabilization of several kcal/mol. Desolvation of hydrophobic groups provides a favorable interaction of $-0.13$ kcal/mol in the best cases and the worst case of

![Figure 3](image-url)
For the polar atoms, the desolvation term has the desired effect of counterbalancing the hydrogen bonding energy. Hydrogen bonds in complexes do not add substantially to the binding free energy, since they simply replace hydrogen bonds that are formed with water in the free state. When polar groups are buried in proteins without forming hydrogen bonds, however, this can have an unfavorable effect on binding. The combination of the favorable hydrogen bond potential with the unfavorable desolvation potential models this effect in the force field. Polar atoms that form hydrogen bonds in the complex will have a slightly favorable contribution to the energy, but polar atoms that do not form hydrogen bonds will only have the unfavorable desolvation component.

**Intramolecular Energies**

One of the major advances incorporated into this force field is the inclusion of intramolecular energies in the estimated free energy of binding. Often, these are not included in empirical free energy force fields, causing a persistent problem: the function used for scoring during docking is not the same function used to predict the free energy of binding. In many cases, this is solved by using a simple yes-or-no scoring for intramolecular energies; conformations with unacceptable clashes are simply discarded, so the intramolecular energy is not included explicitly in the scoring function. In AutoDock3, a pair-wise intramolecular energy is used in scoring and optimization, but omitted when the free energy is predicted for the best conformations. This has an undesirable effect: occasionally a complex will rank high in docking score, but will have a poor free energy, or the converse.

The current method incorporates the intramolecular energy through the use of an unbound structure, so that the difference in energy between the bound and unbound forms is included in the predicted free energy. In most cases, this is close to zero.

**Desolvation**

The desolvation method used here builds upon two approaches. The basic approach is taken from work from Wesson and Eisenberg. They postulate that the desolvation energy is proportional to the change in the surface area that is available to water. The amount of shielding upon binding is determined by comparing the solvent accessible surface area of the unbound and bound forms. Each type of atom makes a different contribution to this energy, depending on how polar or hydrophobic it is. They classified atoms into a few simple atom types, each with its own atomic solvation parameter. Typically, this set includes two carbon types, one for polar O or N, and separate types for charged N and charged O. In cases where the charge is delocalized over several atoms (carboxylates, guanidinium), the charge is placed on the most solvent-exposed atom. Stouten et al. modify this basic approach, casting it into a form that is amenable to a pair-wise volume-summing method to evaluate the amount of shielding.

The approach used here was chosen to accommodate the needs of the grid-based evaluation used in AutoDock and many other methods. The number of atom types must be kept to a minimum, since each new atom type requires a new map of interaction potentials. For this reason, we calibrated the method

---

**Table 3. Parameters for the Force Field.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Extended</th>
<th>Compact</th>
<th>Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. h-bond</td>
<td>0.097 (0.020)</td>
<td>0.053 (0.021)</td>
<td>0.121 (0.022)</td>
</tr>
<tr>
<td>2. desolvation</td>
<td>0.116 (0.026)</td>
<td>0.060 (0.025)</td>
<td>0.132 (0.026)</td>
</tr>
<tr>
<td>3. vdw</td>
<td>0.156 (0.009)</td>
<td>0.164 (0.010)</td>
<td>0.166 (0.009)</td>
</tr>
<tr>
<td>4. estat</td>
<td>0.147 (0.019)</td>
<td>0.127 (0.021)</td>
<td>0.141 (0.019)</td>
</tr>
<tr>
<td>5. tors entropy</td>
<td>0.274 (0.040)</td>
<td>0.227 (0.040)</td>
<td>0.298 (0.039)</td>
</tr>
</tbody>
</table>

Values are given for weight (std error) ± value.

---

**Table 4. Magnitude of Terms.**

<table>
<thead>
<tr>
<th>Type</th>
<th>Disp/rep</th>
<th>H-bond</th>
<th>Electrostatics</th>
<th>Desolvation</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>+0.14 (−0.43) −0.82</td>
<td>n/a</td>
<td>+1.00 (−0.04) −0.85</td>
<td>+0.48 (+0.01) −0.13</td>
</tr>
<tr>
<td>A</td>
<td>+0.00 (−0.41) −0.80</td>
<td>n/a</td>
<td>+0.31 (−0.02) −0.83</td>
<td>+0.75 (+0.02) −0.05</td>
</tr>
<tr>
<td>N</td>
<td>−0.02 (−0.34) −0.56</td>
<td>0.00 (−0.03) −0.59</td>
<td>+0.54 (−0.25) −3.67</td>
<td>+0.56 (+0.11) −0.08</td>
</tr>
<tr>
<td>O</td>
<td>+0.17 (−0.32) −0.68</td>
<td>0.00 (−0.23) −1.24</td>
<td>+1.52 (−0.09) −7.07</td>
<td>+0.60 (+0.10) −0.06</td>
</tr>
<tr>
<td>S</td>
<td>−0.15 (−0.54) −0.93</td>
<td>0.00 (−0.01) −0.11</td>
<td>+0.05 (−0.01) −0.10</td>
<td>+0.00 (−0.08) −0.15</td>
</tr>
<tr>
<td>H</td>
<td>+0.09 (−0.05) −0.11</td>
<td>0.00 (−0.32) −0.63</td>
<td>+1.14 (−0.21) −1.15</td>
<td>+0.35 (+0.18) +0.00</td>
</tr>
</tbody>
</table>

Minimum (average) maximum values in kcal/mol evaluated over all ligand atoms in the set of 188 complexes from the calibration set. A includes aromatic carbons, and C includes all other carbon atoms. N, O, and S include only those nitrogen, oxygen, and sulfur atoms that accept hydrogen bonds. H includes polar hydrogen atoms.
using simple volumes calculated from contact radius, instead of more complex atomic volumes used in the Stouten et al. formulation. To account for the differences in polar atoms with a formal charge and those without, we incorporated a term based on the charge, instead of breaking oxygen and nitrogen atoms into two or more types.

**Electrostatics**

A slightly improved performance may be obtained by calibrating the force field using only the 155 complexes with no close ligand–metal contacts, with a standard error of 2.25 kcal/mol (compared with 2.35 kcal/mol using parameters calibrated from the entire set). The disadvantage, however, is that this formulation leads to a parameterization that does not include an electrostatic term, as shown in Table 5. These results are presented for the extended state of the unbound ligand; similar results were obtained using the other two approximates for the unbound state.

The statistics for the electrostatic term are poor; in

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Weight (std error)</th>
<th>t value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. h-bond</td>
<td>0.172 (0.020)</td>
<td>8.416</td>
</tr>
<tr>
<td>2. desolvation</td>
<td>0.065 (0.024)</td>
<td>2.621</td>
</tr>
<tr>
<td>3. vdw</td>
<td>0.090 (0.008)</td>
<td>17.184</td>
</tr>
<tr>
<td>4. estat/C0</td>
<td>-0.014 (0.034)</td>
<td>-0.424</td>
</tr>
<tr>
<td>5. tors entropy</td>
<td>0.336 (0.036)</td>
<td>9.292</td>
</tr>
</tbody>
</table>

Table 5. Parameters Calibrated with the Reduced set of 155 Complexes.

**Figure 4.** Performance of the new force field in docking experiments, compared with AutoDock3. The graph is a histogram showing the number of complexes within a given RMSD of the crystallographic structure. In each case, the conformation with most favorable estimated energy is used as the predicted conformation.

**Figure 5.** Performance of the new force field in redocking experiments. Each point in the graph represents one protein–ligand complex in the calibration set. Open circles are cases where the conformation of best predicted energy is within 2.5 Å of the crystallographic conformation. Dots are cases where AutoDock finds a conformation within 2.5 Å of the crystallographic conformation, but it is not the best energy. Complexes that were not successfully redocked are shown with an X. In each case, 50 docking simulations were performed and results that were within 2.0 Å of each other were clustered. The vertical axis shows the number of clusters found for each complex (ideally, if AutoDock was able to find the global minimum structure, we would see one cluster). The horizontal axis shows the number of torsional degrees of freedom in the ligand. Note that AutoDock fails with ligands with greater than 15–20 rotatable bonds.
fact, the model is not significantly affected if the electrostatic term is removed. Instead, the contribution of electrostatics appears to be included in the hydrogen-bonding term, which increases by a factor of two over the full force field described above. This is caused by the fact that there are very few electrostatic interactions within this dataset that do not involve hydrogen bonds. In the reduced set, there are not enough examples to separate the effect of hydrogen bonding from ionic interactions. In the full force field calibration, the metal ion contacts controlled the weighting of the electrostatic term.

Conformational Entropy

We tested two models for evaluation of conformational entropy, both based on a simple sum of the torsional degrees of freedom. The first includes all degrees of freedom and the second excludes terminal rotors that only move hydrogen atoms, such as rotation of hydroxyl groups or amines. Use of all torsional degrees of freedom gave slightly better results: standard error of 2.62 kcal/mol compared with standard error of 2.70 when hydrogen rotors are excluded.

Redocking

We tested the new semiempirical free energy force field in a redocking experiment with the calibration set of 188 protein–ligand complexes. The new force field when used in AutoDock4 performs better than similar redocking experiments using AutoDock3, as shown in Figure 4. In 85 cases, AutoDock4 with the new force field found a conformation within 2.5 Å of the known conformation, and scored this conformation with the best estimated free energy. In 75 cases, the correct conformation was found, but an alternative conformation was scored with better energy. However, in 67 of these cases, the proper conformation and the noncrystallographic conformation were scored within 1 kcal/mol of each other, which is not a significant difference given the precision of the force field. The remaining 28 complexes were not predicted correctly by AutoDock 4, most cases due to the fact that they were very large ligands with greater than 15 degrees of torsional freedom (see Fig. 5).

Conclusions

The performance of the new force field is similar to the existing AutoDock3 force field, which has shown proven effectiveness in hundreds of laboratories. The advantage of the new force field is that it is based on a comprehensive thermodynamic model, which is extensible for use in protein–protein docking and for incorporation of protein flexibility. The new force field has the strong advantage of incorporating the intramolecular energy into the calculation, and has a conceptually satisfying formulation for the desolvation that includes terms for all atoms and does not require any assumptions for placement of charges. The force field will be made available with the release of AutoDock version 4.
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Abstract: We describe the testing and release of AutoDock4 and the accompanying graphical user interface AutoDockTools. AutoDock4 incorporates limited flexibility in the receptor. Several tests are reported here, including a redocking experiment with 188 diverse ligand-protein complexes and a cross-docking experiment using flexible sidechains in 87 HIV protease complexes. We also report its utility in analysis of covalently bound ligands, using both a grid-based docking method and a modification of the flexible sidechain technique.


Key words: AutoDock; computational docking; protein flexibility; covalent ligands; computer-aided drug design

Introduction

Automated docking is widely used for the prediction of biomolecular complexes in structure/function analysis and in molecular design. Dozens of effective methods are available, incorporating different trade-offs in molecular representation, energy evaluation, and conformational sampling to provide predictions with a reasonable computational effort.1–8 AutoDock combines an empirical free energy force field with a Lamarckian Genetic Algorithm, providing fast prediction of bound conformations with predicted free energies of association.9

In our hands, AutoDock3 has proven to be effective in roughly half of the complexes that we have studied. The remaining half show significant motion of the receptor upon binding, and thus have required a more sophisticated model of motion in the receptor, typically performed outside of AutoDock3. The new version of AutoDock described here—AutoDock4—incorporates explicit conformational modeling of specified sidechains in the receptor to address this problem. This capability also provides an effective method for analysis of covalently attached ligands.

Methods

Overview of AutoDock4

Since its release in 1990,10 AutoDock has proven to be an effective tool capable of quickly and accurately predicting bound conformations and binding energies of ligands with macromolecular targets.9,11–14 To allow searching of the large conformational space available to a ligand around a protein, AutoDock uses a grid-based method to allow rapid evaluation of the binding energy of trial conformations. In this method, the target protein is embedded in a grid. Then, a probe atom is sequentially placed at each grid point, the interaction energy between the probe and the target is computed, and the value is stored in the grid. This grid of energies may then be used as a lookup table during the docking simulation.

The primary method for conformational searching is a Lamarckian genetic algorithm, described fully in Morris et al.9 A population of trial conformations is created, and then in successive generations these individuals mutate, exchange conformational parameters, and compete in a manner analogous to biological evolution, ultimately selecting individuals with lowest binding energy. The “Lamarckian” aspect is an added feature that allows individual conformations to search their local conformational space, finding local minima, and then pass this information to later generations. A simulated annealing search method and a traditional genetic algorithm search method are also available in AutoDock4.

AutoDock4 uses a semiempirical free energy force field to predict binding free energies of small molecules to macromolecu-
ular targets. Development and testing of the force field has been described elsewhere.\textsuperscript{11} The force field is based on a comprehensive thermodynamic model that allows incorporation of intramolecular energies into the predicted free energy of binding. This is performed by evaluating energies for both the bound and unbound states. It also incorporates a new charge-based desolvation method that uses a typical set of atom types and charges. The method has been calibrated on a set of 188 diverse protein–ligand complexes of known structure and binding energy, showing a standard error of about 2–3 kcal/mol in prediction of binding free energy in cross-validation studies.

Receptor Flexibility

AutoDock4 allows fully flexible modeling of specific portions of the protein, in a similar manner for the ligand. The user selects specific sidechains that are separated from the protein. During the simulation, these are treated explicitly, allowing rotation around torsional degrees of freedom using the same methods used to explore the conformational space of the flexible ligand. The remaining portion of the protein is represented using the affinity grids described earlier.

Methods for Covalent Docking

We have developed and tested two methods for docking of covalently-attached complexes: a grid-based approach and a modification of the flexible sidechain method. The grid-based approach calculates a special map for the site of attachment of the covalent ligand. A Gaussian function is constructed with zero energy at the site of attachment and steep energetic penalties at surrounding areas. The docking analysis is then performed by assigning a special atom type in the ligand for the atom that forms the covalent linkage. The docking simulation places this atom within the Gaussian well. One caveat is that this approach does not constrain the geometry of the covalent attachment to reasonable bond angles. To overcome this limitation, we tested the method using two Gaussian grids to define the bond that is formed during covalent linkage. Note, however, that the conformational freedom allowed with a single Gaussian grid may be an advantage if the method is used, for instance, to target ligands to metal coordination sites.

We also tested use of the flexible sidechain method for docking of covalent ligands. In this case, a coordinate file is created with the ligand attached to the proper sidechain in the protein, by overlapping ideal coordinates of the ligand onto the proper bond in the protein. This sidechain-ligand structure is then treated as flexible during the docking simulation, searching torsional degrees of freedom to optimize the interaction with the rest of the protein.

Overview of AutoDockTools

With the release of AutoDock3, it became apparent that the tasks of coordinate preparation, experiment design, and analysis required an effective graphical user interface to make AutoDock a widely accessible tool. AutoDockTools was created to fill this need. AutoDockTools facilitates formatting input molecule files, with a set of methods that guide the user through protonation, calculating charges, and specifying rotatable bonds in the ligand and the protein (described later). To simplify the design and preparation of docking experiments, it allows the user to identify the active site and determine visually the volume of space searched in the docking simulation. Other methods assist the user in specifying search parameters and launching docking calculations. Finally, AutoDockTools includes a variety of novel methods for clustering, displaying, and analyzing the results of docking experiments.

AutoDockTools is implemented in the object-oriented programming language Python and is built from reusable software components.\textsuperscript{15,16} The easy-to-use graphical user interface has a gentle learning curve and an effective self-taught tutorial is available online. Reusable software components are used to represent the flexible ligand, the sets of parameters and the docking calculation, enabling a range of uses from a single use to thousands of docking experiments involving many different sets of molecules, facilitating automated high-throughput applications. For example, converting the NCI diversity database of small molecules into AutoDock-formatted ligand files was possible with a short Python script of less than 20 lines by leveraging the existing software components underlying AutoDockTools.

AutoDockTools exists in the context of a rich set of tools for molecular modeling, the Python Molecular Viewer (PMV).\textsuperscript{16,17} PMV is a freely distributed Python-based molecular viewer. It is built with a component-based architecture with the following software components: ViewerFramework, a platform for interactive visualization; Deja Vu, a generic OpenGL-based three-dimensional viewing component; and MolKit, a hierarchical data representation of molecules. AutoDockTools consist of a set of commands dynamically extending PMV with commands specific to the preparation, launching and analysis of AutoDock calculations. Hence, all PMV commands (such as reading/writing files, calculating and displaying secondary structure, adding or deleting hydrogens, calculating charges and molecular surfaces, and many others) are also naturally available in AutoDockTools. PMV also provides access to the Python-interpreter so that commands or scripts can be called interactively. PMV commands log themselves, producing a session file that can be rerun. In summary, AutoDockTools is an example of a specialization of the generic molecular viewer PMV for the specific application of AutoDock.

Specification of Ligand and Receptor Flexibility in AutoDockTools

AutoDockTools provides an interactive method for defining the torsional tree for a given ligand and receptor. Each step in this process has been automated to allow automatic assignment, for use in batch processes such as virtual screening. Ligand flexibility is assigned in several steps. First, a root atom is chosen, which will act as the fixed position during coordinate transformation in the docking simulation. To find the optimal atom, we evaluate the number of atoms in each branch, and choose the root atom that minimizes the size of the largest branch. In some cases, the user may wish to limit the flexibility of the ligand. AutoDockTools provides two choices to do this assignment automatically. One choice selects the set of torsional degrees of freedom that will move the largest number of atoms (torsions...
near the root), the other adds torsions progressively from the leaves, moving the fewest number of atoms and leaving the core of the molecule rigid.

Validation Data Sets

Two sets of complexes were used for the validation of AutoDock4, both of which have been described previously.11 A set of 188 diverse protein-ligand complexes were taken from the Ligand-Protein Database (http://lpdb.scripps.edu) and a set of 87 HIV protease complexes where taken from the PDBBind database (http://www.pdbbind.org). All coordinates were checked manually for the proper biological unit and consistency in naming schemes. Hydrogen atoms and charges were added in AutoDockTools, using Babel for hydrogens and the Gasteiger PEOE18 method for charges. Several misassigned charges were modified manually, as described in the previous report.

The 87 HIV protease complexes were aligned to allow easy comparison of docked conformations during cross dockings. An analysis of steric clashes was performed by swapping ligands within the set of 87 aligned complexes. ARG8 showed the largest number of bad contacts, with 877 cases where a ligand atom contacted a sidechain atom with less than 2 Å distance. Other contacts occurred with ILE50 (140 cases), PRO81 (95 cases), and PHE82 (88 cases, in two V82F mutants).

Docking Experiments

Docking experiments were performed with AutoDock4 and compared with docking experiments with AutoDock3. For each complex, 50 docking experiments were performed using the Lamarckian genetic algorithm with the default parameters from AutoDock3. A maximum of 25 million energy evaluations was applied for each experiment. The results were clustered using a tolerance of 2.0 Å.

In the HIV cross dockings, ligand flexibility was limited to 10 torsional degrees of freedom, selecting torsions that allowed the fewest number of atoms to move (freezing the core of the molecule). Flexible docking was performed allowing three torsions to rotate in residue ARG8, in both the A and B chains. The structural water (water 301) was included in complexes that included this water in the crystallographic structure, and hydrogen atoms were added in geometry that allowed hydrogen bonding to the flaps.

We have also changed the default model for the unbound system in the current version of AutoDock. Our previous method calculated internal energies for an extended form of the molecule, mimicking a conformation that might be expected when fully solvated.11 Results from beta testers, however, showed that this protocol has severe limitations when used for virtual screening. In cases where the ligand is sterically crowded, the artificial force field used to drive the ligand into an extended conformation tends to lead to conformations with sub-optimal energy. When the difference is calculated between this unbound conformation and the bound conformation, it leads to artificially favorable predictions of the free energy of binding. In response to this problem, we have returned to the default model of assuming that the unbound conformation of the ligand is the same as the bound conformation. Other options in AutoDock allow the user to use an energy-minimized conformation of the ligand as the unbound model.

Implementation and Availability

AutoDock 4.2 is currently being distributed free of charge as open source under a GPL license at the WWW site: http://
Results and Discussion

Redocking Analysis

Our first test of AutoDock4 is a redocking experiment using a set of 188 diverse protein-ligand complexes. The results, presented in Figure 1, are similar to the redocking study performed during the energy function calibration. AutoDock4 successfully redocks most complexes with about 10 or fewer torsional degrees of freedom, but fails for most complexes with higher conformational flexibility. In 100 of 188 complexes, the docked conformation with lowest energy was within 3.5 Å RMSD of the crystallographic conformation. This is slightly better than a similar redocking experiment with AutoDock3. AutoDock3 successfully docked complexes with about 10 or fewer torsional degrees of freedom, and in 97 of 188 complexes, the lowest energy conformation showed RMSD less than 3.5 Å (data not shown).

Cross Docking Analysis with Protein Flexibility

To validate the use of flexible sidechains in docking, we have used a set of 87 retroviral proteases with inhibitors. These proteins have a tunnel-shaped active site that wraps around a peptidomimetic inhibitor. An arginine-aspartate salt bridge forms at each end of the tunnel, bridging the two subunits. In complexes with large inhibitors, these arginines move to make space, whereas they adopt a more closed position in complexes with small inhibitors. In previous work, we have demonstrated that steric clash with these arginines prevents the docking of large inhibitors to proteins in the more closed conformation.

Figure 2. Cross docking results. (A) Difference in energy between rigid docking and flexible docking. White points are docking experiments where the flexible docking showed 20 kcal/mol more favorable predicted free energy of docking and black points are docking experiments where the rigid docking showed similar or worse free energy of docking. Inhibitors are ordered from small to large, with the cyclic urea inhibitors separated at the bottom. The protease structures are ordered similarly. (B) Cross docking with rigid protease structures. Each point is colored by the RMSD of ligand atoms from the crystallographic structure, with RMSD = 0 Å in white and RMSD >5 Å in black. (C) Cross docking with ARG8 treated as flexible in the protease. Each point is colored with the same scale as in (B).
Figure 2. (Continued)
Using a distributed computing environment, we performed a large cross docking experiment, taking inhibitors from 87 crystallographic structures and docking them to the protein conformations from these structures. We performed two parallel experiments, one with a rigid protein target, and one modeling the two ARG8 amino acids as flexible. Results are shown in Figure 2. Parameters were chosen that correspond to a typical computational effort for an individual docking experiment, with 25,000,000 evaluations and 50 docked conformations. The torsional degrees of freedom in the ligand were limited to 10, with an added six degrees of freedom for the two arginine sidechains in the flexible sidechain tests.

The complexes in Figure 2 are arranged to highlight the structural features of the complexes. They are arranged from top to bottom based on the size of the inhibitor, with small inhibitors at the top and large inhibitors at the bottom. The cyclic urea inhibitors and similar inhibitors that are designed to displace the structural water 301 are separated at the bottom, also ordered from small to large. The protease structures are arranged in identical order from left to right, so the diagonal corresponds to redocking experiments. Note that the large block at lower left corresponds to cyclic urea inhibitors docked to protease structures that include water 301, so we don’t expect that they will dock correctly. The large block at upper right includes peptidomimetic inhibitors docked to protease structure that do not include water 301, so we might expect some loss of specificity in docking, although this is not observed.

As seen in Figure 2A, flexible docking improves docking in the complexes that are most expected to benefit. The white band below center corresponds to large inhibitors binding to protease structures that were solved with small inhibitors. These complexes show the most favorable change in docking energy with flexible docking, as unfavorable contacts with the ARG8 residues are relaxed.

Looking to the RMSD results in Figure 2B, we see that rigid docking fails with several types of complexes. The large block of cyclic urea inhibitors at lower left show poor RMSD values, as expected. Roughly 2/3 of the small inhibitors were docked successfully, and the mid-size ones were very successful. The horizontal block just below center (inhibitors 1hvk through 1hvj) are cases where large inhibitors are docked to active sites with ARG8 in a nonpermissive position, so these are the complexes where we expect improvement with a flexible protease model.

These results underscore the fact that in this experiment, the larger inhibitors are actually an easier problem, for two reasons. First, the space searched in each experiment includes the active site and a small region outside the protein. In some cases, small ligands find incorrect conformations entirely outside the active site, but the larger ligands are forced to be at least partially inside the active site, due to their size. Second, several torsional degrees of freedom are limited to 10, which is insufficient to properly model the flexibility of the ARG8 sidechains.

Figure 3. Results of covalent docking. (A) Using a Gaussian map centered on serine OG. The crystallographic structure is shown in large bonds and the best docked conformation is shown in thinner bonds. The blue sphere surrounds the region of most favorable energy in the Gaussian map. (B) Using a Gaussian map centered on serine CB. (C) Using two Gaussian maps. (D) Using a flexible sidechain to model the covalent ligand.
degrees of freedom are frozen in the proper orientation in the large inhibitors, and this tends to favor the crystallographic conformation.

The results for the cyclic urea inhibitors follow a similar trend. The block at lower left are results for docking cyclic urea inhibitors into protease structures that include the structural water, so it is not surprising that the experiments do not find the proper answer. The block at lower right shows docking of cyclic urea inhibitors with protease structures without the structural water. It shows a similar trend of large inhibitors docking more consistently than the smaller inhibitors. The block at upper right shows docking of other inhibitors to proteases that is without the structural water. These experiments performed similarly to the experiments with the structural water.

When we add flexibility to the two ARG8 at the ends of the active site tunnel, we achieve the desired result with the large inhibitors that contact this residue. AutoDock4 successfully docks the large inhibitors in cases where the docking failed with rigid receptors (Fig. 2C). Unfortunately, the experiments with flexible sidechains showed significantly worse results for the small inhibitors, failing in over half of the cases. This underscores another limitation of use of flexible sidechains. They increase the size of the conformational space to be searched-in these cases, increasing it from a problem that is accessible to AutoDock to a problem with too many degrees of freedom.

Covalent Docking

We tested two methods for docking covalently attached ligands: a grid-based approach and an approach using flexible sidechains. The results are shown in Figure 3 for docking of penicillin in a covalent complex with d-alanyl-d-alanine carboxypeptidase. In the first two experiments, we created a Gaussian map centered on the CB or OG atoms of SER62 (Figs. 3A and 3B). We then performed docking experiments with the appropriate atoms in the ligand targeted to that map. Poor results were obtained: a wide range of conformations was found and the conformation of best energy showed only slight resemblance to the crystallographic conformation. Better results were obtained when two Gaussian maps were used, corresponding to CB and OG of the serine (Fig. 3C). This forced the docked ligand to adopt the appropriate geometry of bonding with the serine, and resulted in docked conformations that were much more similar to the crystallographic conformation.

Use of a flexible sidechain to model the covalent ligand gave excellent results. All 10 docking runs gave similar conformations, all of which were very similar to the crystallographic conformation (Fig. 3D).

Conclusions

Dependence on grid-based energy evaluation is a major limitation of AutoDock4. It is required to allow rapid evaluation of binding energies during the docking simulation, but it places a severe restriction on the representation of the target macromolecule: all of the atoms included in the grid must be treated as rigid. The off-grid modeling of specific sidechains is a method for incorporating limited flexibility within this paradigm, and the results presented here show that it will be effective in some cases. However, adding flexibility presents several problems: (1) the calculation of the receptor energy is more computationally intensive since flexible regions must be evaluated by a full pairwise energy evaluation, and (2) the conformational space is larger, and hence, there is more potential for false positives. Future solutions to these problems will require advances in energetic functions, simplifying and/or speeding up pair wise approaches, and use of hierarchical approaches19,20 that allow different levels of sophistication in a docking simulation.
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