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ABSTRACT A new implicit solvent model for computing the electrostatics binding free energy in protein–ligand docking is proposed. The new method is based on an adaptation of the screening coulombic potentials proposed originally by Hassan et al. (J Phys Chem B 2000;104:6490–6498). In essence, it relies on two basic assumptions: (i) solvent screening can be accounted for by means of radially dependent sigmoidal dielectric functions and; (ii) the effective atom Born radii can be expressed only as a function of the exposed atom surface. Parameters of the model other than radii and charges are generic. These were optimized for a dataset of 826 protein–ligand complexes, comprising both X-ray complexes for 23 receptors as well as decoys generated by docking computations. We show that the new model provides satisfactory results when benchmarked against reference values based on the numerical solution of the Poisson equation, with a root mean square error of 4.2 kcal/mol over a range of ~40 kcal/mol in electrostatics binding free energies, a cross-validated $r^2$ of 0.81, a slope of 0.97, and an intercept of 1.06 kcal/mol. We show that the model is appropriate for ligands of different sizes, polarities, overall charge, and chemical composition. Furthermore, not only the total value of the electrostatic contribution to the binding free energy, but also its components (coulombic term, receptor desolvation, and ligand desolvation) are reasonably well reproduced. Computation times of $\sim$0.030 s per pose are obtained on a single processor desktop workstation. Proteins 2007;67:606–616. © 2007 Wiley-Liss, Inc.
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INTRODUCTION An adequate treatment of solvation is yet an unsolved problem in protein-–ligand docking. Solvation (or hydration, for simplicity throughout this manuscript we will interchange both terms) plays an important role in the energetics of ligand–protein association and when using molecular mechanics energy functions, its physical model influences ranking in virtual screening, and to a more limited extent, docking geometry. Introduction of explicit solvent would possibly be the most rigorous means of incorporating the solvent effect, but this is impractical in docking computations. On the other hand, there is ample consensus nowadays that implicit solvation methods, while introducing various approximations to hydration effects, provide an adequate balance between computational efficiency and physical soundness.

The implicit hydration free energy is usually divided into several components: cavity formation, short-range solvent–solute interactions, and electrostatic solvation. In this paper we will only consider the later. Implicit electrostatic solvation is achieved by presuming that the solvent is a continuum high-dielectric-constant medium that responds to the partial charges of a low-dielectric-constant solute. Two major continuum models have been applied in protein–ligand docking, one that uses the numerical solutions of the Poisson equation (PE), and another that applies the generalized-Born (GB) approximation. While the use of the PE method for docking has been explored, it is the GB formulation, due to its improved computational efficiency, the method most widely investigated to account for electrostatic hydration effects in protein–ligand docking. Nevertheless, the computational cost of an straightforward implementation of these models is still significant, and in practice most docking protocols employ PE or GB models only as a second rescoring step, while the docking scoring functions employ a crude treatment of electrostatics and solvation.

It would be beneficial to develop new or improved approaches to the calculation of the electrostatics binding free energy with a more appropriate balance of accuracy and speed for protein–ligand docking. Adaptations of
PE and GB methods have been proposed earlier to make them more efficient in docking. These are based on the realization that when two molecules are brought together, the main contribution to electrostatic desolvation originates from the displacement of the first shell of water molecules occupying the interacting surface, the so-called first shell approximation. Based on this idea, Arora and Bashford\textsuperscript{22} presented the solvation energy density occlusion (SEDO) method as an approximation PE electrostatic desolvation. With SEDO, a solvation energy density is stored on a grid for each molecule in isolation. Desolvation is then calculated by integrating the solvation energy density of one molecule that is occluded by the other when the pair associates. Similarly, Caflisch and coworkers have used the first shell approximation to modify the GB model by using the Coulomb approximation of the electric displacement via volume-integration.\textsuperscript{23} The modification allows estimating the energy in solution of 300 protein-fragment binding modes per second on a 550 MHz Pentium III. For two different proteins binding to a set of small molecule fragments a r\textsuperscript{2} of \textasciitilde0.72 with respect to PE energies and slopes close to the unit were obtained in each case. However, no data are available on the overall performance with a large dataset of structurally different proteins. A limitation in both approaches is the requirement of a rigid protein structure, in order to efficiently use the grid technology.

Herein, we propose a new implicit solvent model (ISM) for computing the electrostatics binding free energy in protein–ligand docking, based on an adaptation to protein–ligand binding of the screening coulombic potentials (SCP) proposed originally by Hassan et al. to treat electrostatics interactions in proteins.\textsuperscript{24–26} The model (SCP-ISM) shares similarities with GB approaches, but also differs from them in a number of important aspects. With SCP-ISM the system is described as immersed in a continuum that permeates all space and is completely characterized by the screening function. In this way the model departs from GB approaches, eliminating the need to define an internal dielectric constant and a (discontinuous) boundary between protein and solvent. This is advantageous in the computation of protein–ligand docking interactions, which mostly take place in the protein–solvent interface, where the precise location of the boundary is not well defined. A second feature of the model is the use of the first shell approximation, that is, the effective Born radii for each atom is expressed only as a function of the atom exposed accessible area. This allows an improved trade off between speed and accuracy. A third advantage is that the effective Born radii only appear in the self-energy terms, playing no role in the calculation of the interaction contributions, allowing storing the protein electrostatic potential in a grid for a fast computation of the pairwise electrostatic contribution to the electrostatic binding free energy, the so-called test charge approximation. Finally, the model parameters, other than radii and charges, are generic, allowing the model to be easily parametrized and therefore it is adaptable to large scale docking computations.

\textbf{METHODS}

\textbf{Implicit Solvent Model Based on Screened Coulomb Potential}

We review here for completeness of the most salient features of the SCP-ISM theory developed by Hassan et al. More details can be obtained from the original publications.\textsuperscript{25,26} The model starts from the Lorentz–Debye–Sack theory of polar liquids, which establishes that the screening effect due to the solvent shows a sigmoidal-distance dependent dielectric function of the form:

\[
D(r) = \frac{\varepsilon + 1}{1 + k \exp[-\lambda(\varepsilon + 1)r]} - 1
\]

where \(\varepsilon\) is the solvent dielectric constant, \(k = (\varepsilon - 1)/2\) and \(\lambda\) is a parameter controlling the rate of change of \(D(r)\). A similar screening function has also been previously introduced in the docking program Autodock.\textsuperscript{27} A second key aspect of the model is the assumption that the main contribution to electrostatic desolvation of an atom originates from the displacement of the first shell of water molecules surrounding the atom and occupying the atomic surface. The model defines parameters \(R_{i,\text{V}}\) and \(R_{i,\text{B}}\) as the effective Born radii for the processes of transferring an atom from the vacuum into a protein interior, surrounded by solvent or vacuum, respectively. According to the first shell approximation, these radii are calculated using linear relationships of the form:

\[
R_{i,\text{V}} = R_{i,\text{W}} \frac{\xi_i}{s} + R_{i,\text{p}} (1 - \frac{\xi_i}{s})
\]

and,

\[
R_{i,\text{B}} = R_{i,\text{Y}} \frac{\xi_i}{s} + R_{i,\text{p}} (1 - \frac{\xi_i}{s})
\]

where \(\xi_i\) is the fraction of SASA (\(A_i\)) of the \(i\) atom: \(\xi_i = A_i/4\pi r_{\text{value},i}^2\). With \(R_{i,\text{W}} = R_{i,\text{COV}} + h_{i,\text{< continuous}} g\), and \(R_{i,\text{V}} = R_{i,\text{COV}} + g\), and \(R_{i,\text{COV}}\) is the covalent radius, and \(h_{i,\text{< continuous}}\) and \(g\) are positive quantities that account for the enlargement of the cavity due to charge effects. In particular, \(h_{i,\text{< continuous}}\) depends on the atomic charge (see below). Applying this function to the solvation process (a detailed derivation of the model can be found in the original papers by Hassan et al.\textsuperscript{25,26}) the following equation is obtained:

\[
\Delta G_{\text{elec}} = \sum_{i<j} q_i q_j \left[ \frac{1}{D_S(r_{ij})} - \frac{1}{D_V(r_{ij})} \right] + \frac{1}{2} \sum_{i=1}^N q_i^2 \left[ \frac{1}{R_{i,\text{V}}} \left[ \frac{1}{D_S(R_{i,\text{B}_i})} - 1 \right] - \frac{1}{R_{i,\text{B}_i}} \left[ \frac{1}{D_V(R_{i,\text{B}_i})} - 1 \right] \right]
\]

where the first term represents Coulombic interactions between charged particles screened by dielectric sigmoidal function depicted in Eq. (1), \(s\) stands for the solvent and \(v\) for vacuum.
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Extending SCP–ISM to the Ligand-Receptor Docking Problem

To extend Eq. (4) to the problem of ligand–receptor interactions, the thermodynamic cycle depicted in Figure 1 was built. Boxes represent vacuum (1, 2) and solvent (3, 4) states, in both unbound (1, 3) and bound (2, 4) forms. $\Delta G_{\text{elec}}$ is then calculated from Eq. (5):

$$\Delta G_{\text{elec}} = \Delta G_{34} = \Delta G_{12} + (\Delta G_{24} - \Delta G_{13})$$  (5)

$\Delta G_{13}$, $\Delta G_{24}$, and $\Delta G_{12}$ that can be obtained directly from Eq. (4), and assuming a rigid ligand–protein binding, after reorganizing terms, Eq. (6) is obtained:

$$\Delta G_{\text{elec}} = \frac{N_L N_R}{2} \sum_{i,j} \frac{q_i q_j}{D_S(r_{ij})} \left[ \frac{1}{D_S(R_{S1}^2 R_{S2}^2)} - \frac{1}{D_S(R_{C1}^2 R_{C2}^2)} \right] + \frac{1}{2} \left[ \frac{1}{R_{C1}^2} - \frac{1}{R_{S1}^2} \right]$$  (6)

$N_L$ and $N_R$ are the number of atoms in ligand and receptor, respectively, $R_{S1}^2$ and $R_{C1}^2$ are the effective Born radii for complexed and uncomplexed forms of both, ligand and receptor. In analogy with Eq. (4), the first term represents charge–charge interactions between the ligand and the receptor, and the second contains desolvation penalties to be paid for removing atoms from the solvent to form the complex. Eq. (6) is the main result of applying SCP–ISM theory to the protein–ligand binding problem.

Surface Model

SASA values required in Eqs. (2) and (3) were obtained with the LCPO approximation $^{28}$ with a solvent-probe radius ($r_{\text{probe}}$) of 1.4 Å. SASAs were computed using Eq. (7):

$$A_i = P_1 S_1 + P_2 \sum_{j \in N(i)} A_{ij} + P_3 \sum_{j,k \in N(i)} A_{jk} \begin{cases} \sum_{j,k \in N(i)} A_{jk} \\ k \in N(j) \end{cases}$$  (7)

In this equation, $S_1$ in the first term is the surface area of the isolated sphere corresponding to atom $i$. $A_{ij}$ is the area of sphere $i$ buried inside sphere $j$, while $N(i)$
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stands for the neighbor list of \( i \), that is, the list of spheres that overlap with sphere \( i \). Thus, the second term involves the sum of pairwise overlaps of sphere \( i \) with its neighbors. The third term is the sum of overlaps of neighbors of \( i \) with each other. The fourth and last term is a further correction for multiple overlaps. See Weiser et al.\textsuperscript{28} for additional details. New parameters \( P_1 \) to \( P_4 \) were derived using our own training set of proteins. See the supporting information.

**Hydrogen Bond Correction**

A correction term was introduced into Eq. (6) to account for the effect of hydrogen bond interactions on the ligand desolvation energies. The origin for this correction term is analyzed in the discussion section. A regression analysis was performed between the difference in desolvation energies calculated with Poisson and SCP–ISM methods and the number and type of hydrogen bonds. The number of hydrogen bonds for each decoy was deduced using an donor–acceptor cut off distance of 3.4 Å and an angle of 120° between donor–acceptor–acceptor antecedents. Definitions for donor and acceptor atoms types were taken from HBPLUS\textsuperscript{29} in the case of protein atoms. For the ligands, all the oxygen and nitrogen atoms were visually inspected and assigned. Hydrogen bonds were then classified by the type of interactions in charged–charged (cc), neutral–charged and charged–neutral (nc), and neutral–neutral (nn). We observed that for those cases involving protonated amino groups, an additional binary variable describing the presence or absence of this group was required (npn). This is easily understood bearing in mind the way in which LCPO surface parameters were obtained, by linear fitting over the surface accessible area of the residues in the native structures (see supplementary material). Therefore, parameters for protonated nitrogen atoms where derived from lysine, whose distribution of exposed surface areas is skewed towards high values, and consequently resulting in underrepresented counts for buried protonated amino groups. All in all, the correction term is then of the form:

\[
\Delta G_{\text{corr}} = a + b \cdot \text{hb} \cdot \text{cc} + c \cdot \text{hb} \cdot \text{nc} + d \cdot \text{hb} \cdot \text{nn} + e \cdot \text{npn} \tag{8}
\]

where \( \text{hb}_\text{xx} \) is the number of hydrogen bonds of type \( \text{xx} \).

The final electrostatics binding free energy computed with the SCP–ISM approximation is therefore:

\[
\Delta G_{\text{ISM}} = \Delta G_{\text{ele}} + \Delta G_{\text{corr}} \tag{9}
\]

**Comparison With Electrostatics Binding Free Energies Obtained With Numerical Solutions of the Poisson Equation**

Because the usefulness of the PE for calculating electrostatics effects in intermolecular interactions is well established,\textsuperscript{34} the tests of the SCP–ISM approximation presented in this article are mainly intended to see how well it approximates the electrostatics binding free energy calculated using the full PE approach. The total electrostatics binding free energy \( \Delta G_{\text{ele}} \) was calculated from the total electrostatic energy of the system obtained when solving the PE by running three consecutive calculations on the same grid: one for all the atoms in the complex \( G_{\text{ele}} \), one for the ligand atoms alone \( G_{\text{ele}}^{\text{L}} \), and a third one for the receptor atoms alone \( G_{\text{ele}}^{\text{R}} \). Since the grid definition is the same in the three calculations, the artificial grid energy cancels out when the electrostatic contribution to the binding free energy is expressed as the difference in energy between the product and the reactants:

\[
\Delta G_{\text{ele}} = G_{\text{ele}}^{\text{LR}} - (G_{\text{ele}}^{\text{L}} + G_{\text{ele}}^{\text{R}}) \tag{10}
\]

Alternatively, we also considered a different description of the binding process, consisting of first desolvating the opposing surfaces of both ligand and receptor and then letting the charges of the two molecules interact, in order to isolate the three different contributions to the electrostatics binding free energy: the ligand–receptor interaction energy in the presence of the surrounding solvent \( \Delta G_{\text{ele}}^{\text{LR}} \), the change in solvation energy of the ligand upon binding \( \Delta G_{\text{desolv}}^{\text{L}} \), and the change in solvation energy of the receptor upon binding \( \Delta G_{\text{desolv}}^{\text{R}} \):

\[
\Delta G_{\text{ele}} = E_{\text{ele}}^{\text{LR}} + (\Delta G_{\text{desolv}}^{\text{L}}) + \Delta G_{\text{desolv}}^{\text{R}} \tag{11}
\]

The first term, the Coulombic contribution to \( \Delta G_{\text{ele}} \), was obtained by computing the product of ligand charges and the electrostatic potential generated by the protein on the ligand charge centres. On the other hand, receptor and ligand electrostatic desolvation energies were calculated in two successive steps: a first one, where a calculation is performed for receptor and ligand alone; and the second one, for the ligand, with uncharged receptor, and the receptor, with uncharged ligand.

All these calculations were performed by numerically solving the linear PE using the finite difference method as implemented in DelPhi.\textsuperscript{30} For all calculations with DelPhi PARSE atomic radii\textsuperscript{31} were used while charges were assigned either based on the AMBER force field\textsuperscript{32} (protein case), or computed with MOPAC\textsuperscript{33} (ligand case). Each complex was immersed in a cubic box occupying 65% of the total volume, with a grid spacing of 0.5 Å. Solute dielectric constant was set to 4, while the solvent and the dielectric medium was set to 80. We note that although a bulk dielectric constant of 1 or 2 is commonly employed to model the solute interior in continuum calculations, the microscopic value is environment dependent.\textsuperscript{34} Higher values can be employed when energetics of processes involving polar sites are of interest, such as in pKa calculations or when modelling ligand–DNA interactions.\textsuperscript{35,36} Although a matter of debate, and since ligand binding sites are moderately polar, we\textsuperscript{5} and
others consider more appropriate a value of four. The dielectric boundary was calculated using a solvent probe radius of 1.4 Å. A minimum separation of 11 Å was allowed between any solute atom and the box walls. The potentials at the grid points delimiting the box were calculated analytically by treating each charge atom as a Debye–Hückel sphere.

Training Set of Complexes Used in the Development of the SCP–ISM Model

A training set was formed with 23 different proteins (see Table I) summing up a total of 826 decoys. Some of the decoys (those for 1HVI, 1HVJ, 1HVK, 1HIH, 1HPX, 1MCJ, 1RBP, 1ABE, 1AJX, 5ABP, and 1STP) were taken directly from the LPDB database. Atom types and hydrogen atoms definitions were translated from the CHARMM force field into their equivalents in AMBER. Hydrogen atoms were removed, and added back with protonate program from the AMBER 8.0 package, for the ligands, AMBER radii and semiempirical charges fitted to electrostatic potentials with MOPAC were used (keywords ISCF, MNDO, ESP, and DIPOL). The rest of the decoys (those for 1DBB, 1FKG, 1FKH, 1DBM, 1TNG, 1TNI, 1TNK, 1TNL, and 1BMA) were generated by us using our in-house docking program. They were prepared in exactly the same way as stated before for LPDB data set.

Parametrization and Validation of the SCP–ISM Model

Description of the SCP–ISM parameters and their optimized values are listed in Table II, and in Table I of the supplementary material. We arrived at these parameters by performing exhaustive searches in a subset of the parameter space, using the quadratic error between the SCP–ISM and PE values as fitness function. The following parameters were systematically modified: scale factor for atomic radii (from 0.3 to 1.3 Å in 0.1 Å intervals; enlargement factor \( h + 1/C_0 \), from 0.35 to 0.85 Å in 0.1 Å intervals; enlargement factor \( g \), from 0.0 to 1.0 Å in 0.1 Å intervals; \( \lambda \), from 0.001 to 0.020 in 0.001 intervals; fixed values were used for \( \varepsilon \) (78.39) and the solvent-probe radius (1.4 Å). To test for the robustness of the fitted parameters, a Leave One Out (LOO) procedure was applied. One by one, all decoys from a single target were removed from the complete set, the model was rebuilt (internal test) and the excluded decoys blindly predicted (external validation). At each step the RMSD and regression coefficients between the values for the external set and their Poisson counterparts were compared. Calculations were carried out with the R package (http://www.r-project.org/).

RESULTS

A key aspect of any method development involving parameter fitting is the training set of examples employed in the fitting process. Here, 826 different decoys have...
been employed to test the new solvation model described in this paper (Table I). Decoys cover a wide range (around 40 kcal/mol) of electrostatics binding free energies. There is also ample structural variety in the complexes employed, both in protein architectures as well as in the ligand functional groups. The set includes neutral, zwitterionic, as well as formally charged (both positively and negatively) ligands. Finally, there is also a considerable number of representative orientations of each complex within each binding site, about 20 on average, covering a large spectrum of RMSD values, ranging from close natives to more than 10 Å RMSD. Thus, we feel confident that our dataset, while not perfect, has enough variety to warrant the generality of our results. The LOO tests (see below) seem to confirm this.

A second important aspect is the number of parameters to fit. Our SCP–ISM model has a relatively small number of generic parameters (Table II). Leaving aside the parameters related to charges, radii, and those involved in the surface calculation, the model has a total of 17 or 19 parameters (Table II), depending on the exact choice of the model (see below). The basic model, corresponding to Eq. (6), contains eight parameters: $h_\pm$, $\lambda_\pm$, $g$, $\gamma$, $\delta$, $\epsilon$, $r_{\text{probe}}$, and the scale factor of the atomic radii ($h_{\text{scale}}$, $g_{\text{scale}}$, $\gamma_{\text{scale}}$, $\delta_{\text{scale}}$, $\epsilon_{\text{scale}}$, $r_{\text{probe scale}}$). Six out of these eight were considered for optimization, while $\epsilon_{\text{scale}}$ and $r_{\text{probe scale}}$ were kept fixed. In order to properly reproduce PE results with the version of the SCP–ISM model developed here, a hydrogen bond correction was deemed necessary. The definition of the hydrogen bond itself added two parameters to the model. In order to obtain a reasonable fit, an additional set of five parameters, accounting for the nature of the hydrogen bond, were required (Table II). A comparison of the SCP–ISM and PE electrostatics binding free energies with the optimized set of parameters is shown in Figure 2(a). The direct comparison suggests that an exponential-type relationship exists between them. The reason for this dependence is unclear to us, and its investigation will be left for future work. Noting this dependence, two different fittings between the two sets of data were attempted: an exponential one (model1, Poisson = $A \exp(B \times \text{SCP–ISM})$); and a second linear fitting of the exponential model (i.e., model1) was also investigated (model2, Poisson = $C + D(A \exp(B \times \text{SCP–ISM}))$, to account for systematic deviations from the exponential behavior. Adding the fitting parameters (two or four, depending on which model is used) yields the final set of 17 or 19 parameters comprising our complete SCP–ISM model.

Results for the two fittings (model1 and model2), including LOO tests, can be found in Table III. The results for the ALL row correspond to the standard crossvalidation case, where each set of decoys for a given protein were removed, a model derived, and based on the model the removed complexes were predicted. In this case, as expected, the crossvalidated RMSD is slightly larger than fitted one. The rest of the rows in Table III correspond to the partial results of the ALL case. For example, the first row shows the in-fitting columns, the model obtained after removing decoys for 1HVI, with all other decoys as training set. The LOO crossvalidation columns show the result of this model as applied to the 1HVI decoys. A slightly better RMSD value is obtained with model2 as compared to model1 with 4.16 versus 4.20 kcal/mol, respectively. A crossvalidated $r^2$, or $q^2$ of 0.81, a slope of 0.97, and an intercept of 1.06 kcal/mol was found for the best model. A comparison with PE data is shown in Figure 2(b). The similarity for the RMSD values between the fitted and crossvalidated electrostatics binding free energies shown in the LOO tests (4.20 versus 4.33, see Table III) indicates that there is no evidence of overfitting. Thus, our results are likely to hold using different sets of complexes. Satisfactory results are also found for the different components of the electrostatics binding free energy. The squared corre-
lination coefficients oscillate between 0.79 and 0.88 (see Fig. 3). Slopes are also close to unity (1.13 for the coulombic term and 1.01 for the ligand desolvation term), except for receptor desolvation term (1.72) (see Fig. 3). Intercepts are close to zero in all cases (see Fig. 3). Slopes are also close to unity (1.13 for the coulombic term and 1.01 for the ligand desolvation term). In order to properly account for the PE results, a hydrogen bond correction term in the SCP–ISM model was necessary. At face value, this requirement may seem odd, since both models (PE and SCP–ISM) attempt to describe the same process, the electrostatics binding free energies in protein–ligand binding problems. The formulation is a modification of the original model proposed by Hassan et al. to treat electrostatics effects in proteins.25,26 As in their case, no boundary surface between the high (solvent) and low (receptor and/or ligand) dielectric media is required. This is achieved by defining the dielectric function in a sigmoidal distance-dependent manner. Similarly, the effective Born radii are readily computed only from the exposed surface accessible area of the atom of interest. In order to properly account for the PE results, a hydrogen bond correction term in the SCP–ISM model was necessary. At face value, this requirement may seem odd, since both models (PE and SCP–ISM) attempt to describe the same process, the electrostatics binding free energy, and hydrogen bonding has a strong electrostatics component which should be captured by the model. However, recent studies by McCammon and coworkers41 have clearly established that the use of atom-centered surfaces, such as the ones employed here the LCPO method, or the presence of smooth transitions between

<table>
<thead>
<tr>
<th>Complex</th>
<th>A</th>
<th>B</th>
<th>r²</th>
<th>RMSDa</th>
<th>Complex</th>
<th>A</th>
<th>B</th>
<th>r²</th>
<th>RMSDa</th>
</tr>
</thead>
<tbody>
<tr>
<td>1HVI</td>
<td>5.33</td>
<td>0.09</td>
<td>0.80</td>
<td>4.11</td>
<td>PE = A exp(B × ISM)</td>
<td>PE = C + D(A exp(B × ISM))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1HVJ</td>
<td>5.34</td>
<td>0.09</td>
<td>0.80</td>
<td>4.04</td>
<td>0.85</td>
<td>0.98</td>
<td>0.87</td>
<td>4.00</td>
<td></td>
</tr>
<tr>
<td>1HK</td>
<td>5.31</td>
<td>0.09</td>
<td>0.80</td>
<td>4.17</td>
<td>0.85</td>
<td>0.98</td>
<td>0.86</td>
<td>4.14</td>
<td></td>
</tr>
<tr>
<td>1HIH</td>
<td>5.32</td>
<td>0.09</td>
<td>0.80</td>
<td>4.15</td>
<td>0.82</td>
<td>0.98</td>
<td>0.87</td>
<td>4.12</td>
<td></td>
</tr>
<tr>
<td>1HFX</td>
<td>5.30</td>
<td>0.09</td>
<td>0.80</td>
<td>4.14</td>
<td>0.84</td>
<td>0.98</td>
<td>0.87</td>
<td>4.10</td>
<td></td>
</tr>
<tr>
<td>1MCJ</td>
<td>5.47</td>
<td>0.09</td>
<td>0.83</td>
<td>4.13</td>
<td>1.29</td>
<td>0.96</td>
<td>0.87</td>
<td>4.08</td>
<td></td>
</tr>
<tr>
<td>1RBP</td>
<td>5.52</td>
<td>0.09</td>
<td>0.81</td>
<td>4.22</td>
<td>1.10</td>
<td>0.97</td>
<td>0.86</td>
<td>4.18</td>
<td></td>
</tr>
<tr>
<td>2UPJ</td>
<td>5.25</td>
<td>0.09</td>
<td>0.81</td>
<td>4.16</td>
<td>0.92</td>
<td>0.98</td>
<td>0.87</td>
<td>4.12</td>
<td></td>
</tr>
<tr>
<td>1ABE</td>
<td>4.69</td>
<td>0.09</td>
<td>0.85</td>
<td>4.29</td>
<td>1.54</td>
<td>0.94</td>
<td>0.87</td>
<td>4.22</td>
<td></td>
</tr>
<tr>
<td>1AIX</td>
<td>5.46</td>
<td>0.09</td>
<td>0.81</td>
<td>4.28</td>
<td>1.31</td>
<td>0.96</td>
<td>0.86</td>
<td>4.23</td>
<td></td>
</tr>
<tr>
<td>5ABP</td>
<td>4.86</td>
<td>0.09</td>
<td>0.84</td>
<td>4.23</td>
<td>1.46</td>
<td>0.95</td>
<td>0.87</td>
<td>4.16</td>
<td></td>
</tr>
<tr>
<td>1BB</td>
<td>5.30</td>
<td>0.09</td>
<td>0.81</td>
<td>4.21</td>
<td>1.06</td>
<td>0.97</td>
<td>0.86</td>
<td>4.17</td>
<td></td>
</tr>
<tr>
<td>1PKG</td>
<td>5.32</td>
<td>0.09</td>
<td>0.81</td>
<td>4.25</td>
<td>1.12</td>
<td>0.97</td>
<td>0.86</td>
<td>4.20</td>
<td></td>
</tr>
<tr>
<td>1PHK</td>
<td>5.32</td>
<td>0.09</td>
<td>0.81</td>
<td>4.25</td>
<td>1.11</td>
<td>0.97</td>
<td>0.86</td>
<td>4.20</td>
<td></td>
</tr>
<tr>
<td>1MRK</td>
<td>5.28</td>
<td>0.09</td>
<td>0.81</td>
<td>4.20</td>
<td>1.06</td>
<td>0.97</td>
<td>0.87</td>
<td>4.16</td>
<td></td>
</tr>
<tr>
<td>1TP</td>
<td>5.27</td>
<td>0.09</td>
<td>0.82</td>
<td>4.25</td>
<td>1.06</td>
<td>0.97</td>
<td>0.86</td>
<td>4.21</td>
<td></td>
</tr>
<tr>
<td>1B9V</td>
<td>5.29</td>
<td>0.09</td>
<td>0.81</td>
<td>4.24</td>
<td>1.00</td>
<td>0.98</td>
<td>0.87</td>
<td>4.19</td>
<td></td>
</tr>
<tr>
<td>1DBM</td>
<td>5.24</td>
<td>0.09</td>
<td>0.82</td>
<td>4.23</td>
<td>1.05</td>
<td>0.97</td>
<td>0.87</td>
<td>4.18</td>
<td></td>
</tr>
<tr>
<td>1TNG</td>
<td>5.32</td>
<td>0.09</td>
<td>0.81</td>
<td>4.20</td>
<td>1.03</td>
<td>0.97</td>
<td>0.86</td>
<td>4.16</td>
<td></td>
</tr>
<tr>
<td>1TNI</td>
<td>5.41</td>
<td>0.09</td>
<td>0.80</td>
<td>4.23</td>
<td>0.91</td>
<td>0.98</td>
<td>0.86</td>
<td>4.19</td>
<td></td>
</tr>
<tr>
<td>1TK</td>
<td>5.37</td>
<td>0.09</td>
<td>0.81</td>
<td>4.22</td>
<td>1.07</td>
<td>0.97</td>
<td>0.86</td>
<td>4.18</td>
<td></td>
</tr>
<tr>
<td>1TNL</td>
<td>5.30</td>
<td>0.09</td>
<td>0.81</td>
<td>4.21</td>
<td>1.07</td>
<td>0.97</td>
<td>0.86</td>
<td>4.17</td>
<td></td>
</tr>
<tr>
<td>1BMA</td>
<td>5.27</td>
<td>0.09</td>
<td>0.81</td>
<td>4.24</td>
<td>1.12</td>
<td>0.97</td>
<td>0.86</td>
<td>4.19</td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>5.30</td>
<td>0.09</td>
<td>0.81</td>
<td>4.20</td>
<td>1.06</td>
<td>0.97</td>
<td>0.87</td>
<td>4.16</td>
<td></td>
</tr>
</tbody>
</table>

The fitted (for model1, PE = A exp(B × ISM); and model2, PE = C + D(A exp(B × ISM)), see main text for more details) as well as crossvalidated results are shown. The results for the ALL row correspond to the standard crossvalidation case, where each set of decoys for a given protein were removed, a model derived, and based on the model the removed complexes were predicted. Partial results obtained excluding decoys of specific system shown in the corresponding row during the fitting phase are also presented. In these cases the fitting values correspond to those obtained with the model generated using the rest of the decoys. Reported q² values correspond to model2.

Fitting

<table>
<thead>
<tr>
<th>Model1</th>
<th>Model2</th>
<th>q²</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSDa</td>
<td>RMSDa</td>
<td></td>
</tr>
<tr>
<td>5.88</td>
<td>5.70</td>
<td>0.70</td>
</tr>
<tr>
<td>6.14</td>
<td>5.96</td>
<td>0.40</td>
</tr>
<tr>
<td>4.76</td>
<td>4.61</td>
<td>0.81</td>
</tr>
<tr>
<td>4.96</td>
<td>4.69</td>
<td>0.76</td>
</tr>
<tr>
<td>4.69</td>
<td>4.53</td>
<td>0.50</td>
</tr>
<tr>
<td>5.21</td>
<td>5.76</td>
<td>0.71</td>
</tr>
<tr>
<td>3.37</td>
<td>4.12</td>
<td>0.44</td>
</tr>
<tr>
<td>5.04</td>
<td>5.00</td>
<td>0.36</td>
</tr>
<tr>
<td>5.19</td>
<td>4.19</td>
<td>0.93</td>
</tr>
<tr>
<td>2.46</td>
<td>3.18</td>
<td>0.73</td>
</tr>
<tr>
<td>5.96</td>
<td>4.97</td>
<td>0.86</td>
</tr>
<tr>
<td>1.55</td>
<td>2.28</td>
<td>0.98</td>
</tr>
<tr>
<td>1.48</td>
<td>2.16</td>
<td>0.66</td>
</tr>
<tr>
<td>1.26</td>
<td>1.98</td>
<td>0.95</td>
</tr>
<tr>
<td>2.44</td>
<td>2.17</td>
<td>0.62</td>
</tr>
<tr>
<td>2.59</td>
<td>3.22</td>
<td>0.80</td>
</tr>
<tr>
<td>4.35</td>
<td>3.92</td>
<td>0.92</td>
</tr>
<tr>
<td>3.67</td>
<td>3.08</td>
<td>0.68</td>
</tr>
<tr>
<td>2.59</td>
<td>3.41</td>
<td>0.87</td>
</tr>
<tr>
<td>1.17</td>
<td>1.77</td>
<td>0.68</td>
</tr>
<tr>
<td>2.49</td>
<td>3.08</td>
<td>0.69</td>
</tr>
<tr>
<td>1.36</td>
<td>1.80</td>
<td>0.73</td>
</tr>
<tr>
<td>1.85</td>
<td>1.53</td>
<td>0.19</td>
</tr>
</tbody>
</table>

DISCUSSION

Herein we present a new model for the fast calculation of electrostatics binding free energies in protein–ligand binding problems. The formulation is a modification of the original model proposed by Hassan et al. to treat electrostatics effects in proteins.25,26 As in their case, no boundary surface between the high (solvent) and low (receptor and/or ligand) dielectric media is required. This is achieved by defining the dielectric function in a sigmoidal distance-dependent manner. Similarly, the effective Born radii are readily computed only from the exposed surface accessible area of the atom of interest. In order to properly account for the PE results, a hydrogen bond correction term in the SCP–ISM model was necessary. At face value, this requirement may seem odd, since both models (PE and SCP–ISM) attempt to describe the same process, the electrostatics binding free energy, and hydrogen bonding has a strong electrostatics component which should be captured by the model. However, recent studies by McCammon and coworkers have clearly established that the use of atom-centered surfaces, such as the ones employed here the LCPO method, or the presence of smooth transitions between
low and high dielectric regions, as in our sigmoidal dielectric function, increase the fraction of interstitial high dielectric regions in the protein interior. The presence of these regions has been shown to suppress the electrostatic free energy barriers characteristic of hydro-
The result of SCP–ISM analysis of 826 decoys shows that the squared crossvalidated correlation coefficient with the electrostatics binding free energies obtained with the PE of 0.81, a slope of 0.97, an intercept of 1.06 kcal/mol, and a RMSD of about 4.33 kcal/mol [Fig. 2(b) and Table III]. The different contributions to the electrostatics binding free energies are also reproduced with similar accuracy (see Fig. 3). These results compare well with those recently obtained by Liu and Zou, who studied the ability of GB to reproduce electrostatics binding free energies computed with PE. In their study, using crystal structures for 15 complexes in fitting and another 15 in cross-validation, Liu and Zou obtained a squared correlation coefficient of 0.81 and a RMSD of 4.05 kcal/mol in fitting phase, while in cross-validation the values obtained were 0.81 and 5.14, respectively. The comparison suggests that GB and SCP–ISM achieve similar performances in modelling protein–ligand binding energetics. Nevertheless, a log transformation in the SCP–ISM model was required to linearly fit the total electrostatics binding free energy to the PE results. We have found that the reason for this non-linear effect rests on a relative (i.e., with respect the reference value computed with PE) overestimation of the desolvation free energy for proteins hosting long, narrow hydrophobic channels in the ligand binding site, such as the retinol binding protein or the biotin binding protein (see Table I for a description of the complexes). The reasons for this overestimation are unclear and are being investigated at present. On the other hand, we wish to emphasize that PE calculations are employed here more as a guideline, upon which our method should qualitatively conform, than as a reference quantitative golden standard. The PE method itself depends on a number of empirical parameters such as internal and external dielectric constants, boundary definitions, and so forth, which are not uniquely determined and are subjected to debate. For this reason we have not attempted to further “improve” fitting by introducing new sets of parameters or more empiricism into our model, and we have restricted our parameter search to physically meaningful quantities. The fact that in these conditions we obtain reasonable fits attests to the physical soundness of the SCP–ISM model.

The mean pose calculation time for the SCP–ISM model is about 30–40 ms (see Fig. 4), and an approximately linear relationship between ligand size and computing time is observed (see Fig. 5). This time is expected to be reduced further by employing a look-up table containing neighbouring atoms at each grid point, accelerating the calculation of the effective Born radii. Thus, the new method is shown, both in terms of timing and accuracy, to be good enough to be implemented directly into a docking algorithm, and compares favorably with other approaches. For example, the GB method implemented originally by Kuntz and coworkers in DOCK required ~10 s per complex on a SGI Octane workstation. The same group later proposed a pair-
wise approach to compute the Born radii, reducing the computational time to 0.5 s per complex. These timings prevent its direct use in the docking step, remaining only as a post-DOCK filter. On the other hand, Caflisch and coworkers proposed a simplified continuum method based on the assumption that electrostatic desolvation can be approximated by the removal of the first layer of water molecules at the binding interface, and the coulombic contribution can be approached by a distance dependent dielectric model. Precomputation of the energy contributions on a set of grids allowed the authors to estimate the electrostatics binding free energy in solution in about 3–4 ms for fragments of 5–10 heavy atoms on a 550 MHz Pentium III. However, their method is restricted to docking of rigid molecules, since both ligand and receptor need to be grid-preprocessed, while our SCP–ISM can be employed for both rigid and flexible docking cases. This limits the applicability of the method of Caflisch and coworkers mainly to the docking of small rigid fragments in rigid binding sites. The accuracy of the total fitted electrostatics binding free energy obtained with the method of Caflisch and coworkers is also slightly worse than the one obtained with SCP–ISM, as judged by the squared correlation coefficients when compared with PE results (≈0.75 vs. ≈0.81, respectively). Contributions to the electrostatics binding free energy are similarly reproduced by both methods (r^2 of ≈0.81 in both cases), but the SCP–ISM provides slopes close to 1.0 (see Fig. 3), while in the method of Caflisch and coworkers, the slopes are larger and show more dispersion (from 1.49 to 2.95).

In summary, although some descriptions are available to consider solvent effects in protein–ligand binding, they are either time consuming, inaccurate, or only applicable in very restricted conditions. This limits their usefulness in virtual screening projects, where millions of molecules with different conformers, tautomeric, and protonation states, need to be considered. The method presented here is a step in the direction of incorporating realistic, but fast, solvent models in large scale docking. We are currently incorporating the ISM method in our in-house docking program. Impact of the new electrostatics model in docking and virtual screening is being evaluated and will be presented in due time.

ACKNOWLEDGMENTS

Generous allocation of computer time at the Barcelona Supercomputer Center is gratefully acknowledged.

REFERENCES

27. Morris GM, Goodsell DS, Huey R, Olson AJ. Distributed automated docking of flexible ligands to proteins: parallel applica-


34. Schutz CN, Warshel A. What are the dielectric “constants” of proteins and how to validate electrostatic models? Proteins 2001;44:400–417.


